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Reform documents advocate for innovative pedagogical strategies to enhance student learning. A key inno-
vation is the integration of science and engineering practices through Engineering Design (ED)-based physics
laboratory tasks, where students tackle engineering design problems by applying physics principles. While this
approach has its benefits, research shows that students do not always effectively apply scientific concepts, but
instead rely on trial-and-error approaches, and end up ‘gadgeteering’ their way to a solution. This leads to what
is commonly referred to as the “design–science gap” - that students do not always consciously apply science
concepts while solving a design problem. However, as obvious as the notion of a ‘gap’ may appear, there seems
to exist no consensus on the definitions of ‘design’ and ‘science’, further complicating the understanding of
this ‘gap’. This qualitative study addresses the notion of the design-science gap by examining student-groups’
discussions and written lab reports from a multi-week ED-based undergraduate introductory physics laboratory
task. Building on our earlier studies, we developed and employed a nuanced, multi-layered coding scheme
inspired by the Gioia Framework to characterize ‘design thinking’ and ‘science thinking’. We discuss how
student-groups engage in various aspects of design and how they apply physics concepts and principles to solve
the problem. In the process, we demonstrate the interconnectedness of students’ design thinking and science
thinking. We advocate for the usage of the term “design–science connection” as opposed to “design–science
gap” to deepen both design and science thinking. Our findings offer valuable insights for educators in design-
based science education.
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1. INTRODUCTION

In its 2012 report, the President’s Council of Advisors on
Science and Technology (PCAST) recommended “replacing
standard laboratory courses with discovery-based research
courses” [1, p.16]. Engaging college students in STEM (sci-
ence, technology, engineering, and mathematics) [2, 3] disci-
plines can be achieved by providing “contemporary, authen-
tic research” [1, p.87] experiences. The report also recom-
mends the expansion of engineering design-based courses “in
the early years of post-secondary education” [1, p.26].

In the backdrop of the above-mentioned recommenda-
tions, successful preparation of the 21st century STEM work-
force largely depends on pedagogical innovations at the post-
secondary level [4, 5]. One such innovation is the integra-
tion of science and engineering practices with a focus on real-
world problems, particularly in the context of an undergrad-
uate introductory physics laboratory [6, 7]. Integrating sci-
ence and engineering can help students become proficient in
discipline-specific approaches and, with proper guidance, de-
velop expert-level understanding [4].

However, despite the evident benefits, numerous stud-
ies [6, 8–10] have shown that students often fail to perceive
the relevance of science, particularly physics, in engineering
design (ED) [11]. Instead of delving deeply into physics con-
cepts, students frequently tend to employ trial and error ap-
proaches to “gadgeteer” [10, p.63] (to create practical con-
traptions and solutions without deeply integrating underlying
scientific principles) solutions, leading to what is called the
“design–science gap” [6, p.1050], [8, 9].

Motivated by the aforementioned studies, we began our
investigations by searching for the design–science gap in a
multi-week, engineering design-based laboratory task where
students tackled a prescribed ill-structured problem [12]. Ex-
panding on earlier work [13, 14], our goal was to gain insights
into how students approach solving such problems. We soon
discovered that there is an absence of consensus on what ex-
actly ‘design’ and ‘science’ may imply, thus muddying the
notion of a ‘gap’. This marked the transition of our thinking
from ‘design–science gap’ to ‘design–science connection’,
thereby advocating for a more holistic and integrated perspec-
tive.

We employed methods of qualitative analysis [15], lever-
aging student artifacts such as audio recordings and writ-
ten reports, submitted in connection with the prescribed ill-
structured problem, to gain insights into students’ thinking.
For our data analysis, we were guided by qualitative research
methodologies such as thematic analysis [16] and thick de-
scription [17–19], allowing us to explore and contextualize
the experiences of the participants. To maintain a struc-
tured approach to our analysis, we adopted the Gioia frame-
work [20, p.15, 21], for conducting and presenting inductive
research. This approach allowed us to remain flexible and
responsive to the data, enabling a thorough and nuanced un-
derstanding of the phenomena under study.

Our objectives include: (i) investigating how students ap-

proach a prescribed design problem and how they apply
physics principles in their solutions, (ii) developing oper-
ational notions to characterize design thinking and science
thinking, and (iii) examining the interplay between between
students’ design thinking and science thinking. Additionally,
we also examine the role of scaffolds we had provided during
the multi-week ED task with the aim of guiding students to
iterate on their solutions.

Our study offers valuable insights for educators and re-
searchers engaged in integrating engineering design and sci-
ence practices. The findings suggest that further research
is needed to identify appropriate design-based problems,
implement effective instructional interventions, develop ro-
bust pedagogical strategies and scaffolds, create relevant as-
sessments, and train graduate teaching assistants to support
design-based learning. Additionally, by employing a variety
of qualitative research techniques, we contribute to the liter-
ature on qualitative methods in physics education research.
We hope this study reinforces the importance of bridging de-
sign and science in STEM education, and in the process, also
provide for an illuminating philosophical reflection.

2. LITERATURE REVIEW

Close on the heels of the 2012 PCAST report, the Na-
tional Research Council’s 2013 report, Adapting to a Chang-
ing World: Challenges and Opportunities in Undergradu-
ate Physics Education, emphasizes the need for innovative
strategies to address the evolving demands of undergradu-
ate physics education [21]. The report urged educators to
develop instructional methods that promote active student
engagement and create assessments that encompass expert
physics learning [21, p.100], such as effective oral and written
communication, group collaboration, and problem-solving in
complex situations, among other skills [21, chapter 4].

A. Integrating Engineering and Science Practices

Though our context is an undergraduate first-year univer-
sity physics course, we found it valuable to be guided by A
Framework for K-12 Science Education: Practices, Crosscut-
ting Concepts, and Core Ideas [22]. According to this doc-
ument ‘science’ typically refers to the conventional natural
sciences, including physics, chemistry, biology, and, more re-
cently, earth, space, and environmental sciences, while ‘engi-
neering’ is understood in a broad sense as any systematic de-
sign practice aimed at solving specific human challenges. The
report conceptualizes “practices” as integrating both knowl-
edge and skills [22, p.41], offering an in-depth exploration of
engineering and science practices. The report asserts that in-
corporating engineering practices, the application of science,
and the interplay between science, engineering, and technol-
ogy is essential for all students’ science learning [22, p.12].

In agreement with the above-mentioned report, Cooper et



al. [5] advocate for the thoughtful design of learning activities
and assessments that may enable instructors to obtain deeper
insights into students’ understanding. Building on this idea,
recent efforts have increasingly emphasized that engineering
practices are firmly grounded in science. The goal is to ensure
engineering is not merely a “build-test-design” practice, but
is a thoughtful and rational scientific endeavor [23, p.1, 3]. To
reflect this spirit, pedagogical innovations should: integrate
science concepts and engineering design (ED), highlight real-
world applications to enhance student motivation [24, 25],
foster meta-cognitive thinking [26], and promote evidence-
based reasoning [27, 28]. These innovations can potentially
facilitate learners’ identities as scientists and engineers [29],
and improve academic success [30]. Engineering design-
based activities can provide an authentic context to promote
science learning. Guided by this perspective, and as a de-
parture from the much-debated (and criticized) “cookbook”
labs [31, 32], we infused engineering design into the physics
laboratory to foster the development of science and engineer-
ing practices.

B. Engineering Design (ED)

In the context of our study, we were guided by Capobianco
et al.’s definition of engineering design as “a recursive ac-
tivity that results in artifacts − physical or virtual − as well
as processes” [11, p.348]. We acknowledge that this defini-
tion is broad. In our context, we operationalize this definition
to include the following processes of solving an engineering
design problem: problem scoping and information gather-
ing, idea generation, project realization, communication and
documentation of performance results, and optimization [22,
p.46, 204].

An ‘engineering design problem’ is client-driven and goal-
oriented, and set in an authentic context to engage students.
It includes constraints such as cost, time, materials, familiar
resources, and tools. The solution is a tangible product or
process. Another important characteristic of ED problems is
that they have multiple solution paths, requiring teamwork to
creatively balance constraints and resources [33, p.60, 61].
Similar terms such as “ill-structured” [34, p.444] and “ill-
defined” [35, p.226] problems also find mention in the liter-
ature, and, for our purposes, we shall not worry about any
subtle differences that may exist.

C. Expansive Framing and Transfer of Learning

Among our pedagogical goals is to provide appropriate
learning supports (or, scaffolds) [36] to maximize science
learning, particularly in physics, within the context of the
prescribed ED-problem. Strong science learning can lead to
better design outcomes, while the pursuit of an effective de-
sign can motivate learners to grasp new concepts and expand
their physics knowledge. This process involves the transfer of

learning not only between design and physics but also across
other disciplines. In these aspects, we were guided by the
concepts of “Expansive Framing” and “Transfer of Learn-
ing” [37–41].

Expansive Framing involves creating educational opportu-
nities that encourage students to explore and reflect on the
application of scientific and mathematical principles to vari-
ous contexts [40, p.31].

Transfer of Learning occurs when learners apply knowl-
edge or skills acquired in one context to a different, yet re-
lated, context [42, p.461]. In addressing the prescribed ED-
problem, students utilize various scientific concepts and prin-
ciples learned from multiple sources. Additionally, the chal-
lenge of solving the problem may motivate them to explore
ideas and concepts beyond the syllabus.

D. Design–Science Gap: Situating our Work

Despite the popularity of ED-based tasks in STEM educa-
tion [43, p.441], studies also reveal that students often do not
see the relevance of science in ED [9]. While engineering
majors may learn ED practices in their first-year engineering
courses, undergraduate physics courses that integrate both ED
practices and the learning of science and mathematics, espe-
cially within laboratory settings, are noticeably scarce.

Even when ED tasks are introduced in science class-
rooms, students often fail to consciously apply and explic-
itly demonstrate their understanding of related science and
math concepts during problem-solving activities [10, 43].
Berland et al. [10] caution that students might resort to “gad-
geteering”—solving design problems through trial and er-
ror—without engaging deeply with the underlying scientific
and mathematical principles. This tendency, documented
across various studies [6, 43], has contributed to the emer-
gence of the term “design–science gap” [8].

However, a closer analysis of these studies reveals a lack
of clear definitions for what constitutes design and science
thinking, which complicates the notion of a gap. We found
no analytic frameworks that clearly elaborate on the defini-
tions of science, design, and the supposed gap between them,
particularly in undergraduate physics.

E. Design Thinking and Science Thinking

The terms ‘design’, ‘design thinking’, and ‘design-based
thinking’ have generated various interpretations in the liter-
ature [44–47]. At its core, design thinking encompasses the
way designers perceive, reason, and approach problems. It is
both an analytic and a creative process that engages individ-
uals in opportunities to experiment, create prototypes, gather
feedback, and refine solutions [44, p.330, 334]. In his schol-
arly essay, Charles Owen [48] identifies key traits of design
thinking, including its emphasis on invention, its focus on hu-
man and environmental concerns, and its aim to create mul-



tiple benefits from proposed solutions. Design thinking also
involves a holistic approach to problem-solving, relies on di-
verse forms of communication—written, visual, and mathe-
matical—and is inherently collaborative.

The above definitions align closely with the concept of ‘en-
gineering design’ as outlined in the Framework for K-12 Sci-
ence Education, which describes engineering design as a sys-
tematic process grounded in scientific knowledge and models
of the physical world [22, 47]. Solutions are developed by
weighing various factors such as functionality, technological
feasibility, cost, safety, aesthetics, and legal compliance. Typ-
ically, there is no singular optimal solution, but rather a range
of potential solutions, with the best choice determined by the
evaluation criteria applied [22, p.52]. While we acknowledge
the various terms such as ‘design’, ‘design thinking’, ‘design-
based thinking’, and ‘engineering design (–based thinking)’,
for the purposes of our paper, we will consider these terms
synonymous. Throughout the paper, we will use the term ‘de-
sign thinking’.

Despite the plethora of definitions on design thinking,
Kimbell makes a surprising observation that:

“Even on a cursory inspection, just what design
thinking is supposed to be is not well understood,
either by the public or those who claim to prac-
tice it” [49, p.288].

This uncertainty could arguably be extended to the notion
of ‘science thinking’. While we found some literature defin-
ing ‘science’ and ‘scientific thinking’ [50, 51], we found just
one study [52] which explicitly makes use of the term ‘sci-
ence thinking’. We resonate with Denick et al.’s assertion
that “science thinking revolves around the dynamic refine-
ment of scientific understanding of the natural world” [52,
p.3]. Lehrer and Schauble [53] describe ‘scientific thinking’
to encompass three dimensions: (i) logical reasoning, (ii)
the ability to revise inherent theories, and (iii) involvement
in practical activities. The boundaries between these dimen-
sions being evidently blurry [54, p.656]. While we recognize
the importance of the terms ‘science thinking’ and ‘scientific
thinking’, for the purposes of our paper, we will consider
these terms synonymous. Throughout the rest of the paper,
we will use ‘science thinking’ to refer to thinking based on
science-related (specifically physics-related, in our context)
ideas, concepts, and principles.

Though our view is that there may not exist a single, uni-
versally acceptable one-size-fits-all definition for the above-
mentioned terms, for the purposes of this study, we found it
useful to draw upon the definition provided by Vattam and
Kolodner [8], which distinguishes ‘design’ as the concrete
world of direct experiences and product creation, and ‘sci-
ence’ as the abstract world of physical laws and causal expla-
nations, with the caveat that these terms are open to interpre-
tation and may vary depending on context, disciplinary focus,
educational objectives, and the specific goals of a study or
project. The operational definitions and application of these
terms in this empirical study will be illustrated through the

coding schemes presented in Tables 4 and 5, and Appendices
A and B.

F. Onward to Design–Science Connection

The absence of universally accepted definitions for terms
such as design thinking and science thinking is not necessar-
ily a limitation but rather an opportunity. These terms, which
serve as conceptual tools, invite diverse interpretations, ex-
tensions, and applications, reflecting the complexity of inte-
grating design and science in educational contexts. Our con-
tention is that if definitions themselves are not universal, the
notion of a gap between design and science is inherently fluid
and context-dependent.

Moreover, conceptualizing this issue merely as a gap may
unintentionally perpetuate a deficit mindset, wherein the fo-
cus is on what is lacking rather than on how to enhance the
integration between design and science. As researchers and
educators, we advocate for a paradigm shift from identifying
and addressing a gap to actively fostering a ‘design–science
connection’. This shift involves directing our efforts towards
the development of instructional strategies that incorporate
well-structured scaffolding and effective pedagogical prac-
tices [55]. By bridging the conceptual and practical (and
apparent) divide between Design (the problem-solving tasks
students engage with) and Science (the fundamental physi-
cal laws or principles underlying these tasks), we can create
a more cohesive, enriching, and integrative learning experi-
ence. This approach not only addresses the limitations of a
gap-focused perspective but also enhances the potential for
meaningful and applied learning in STEM education.

G. Data Sources and Rationale

Research has shown that by observing what students are
doing, such as engaging in peer interactions, it is possible
to ascertain how they are thinking [56]. Peer interactions
enable learners to leverage diverse expertise, encounter var-
ied viewpoints, question, explain, exchange ideas, and ar-
ticulate their reasoning [57, 58]. Small-group discussions
help students “explore their ideas and move from understand-
ings that may often be naive towards more valid scientific
ideas and explanations” [59, p.70], apart from contributing to
STEM achievement, motivation, engagement, and problem-
solving [60]. Our earlier studies [13, 14] reveal that captur-
ing students’ ‘in-the-moment’ thinking provides rich data on
their approach to the ED problem. Group discussions provide
insights into students’ “interthinking” [61, p.143] in natural-
istic settings. At the same time, the inherent value of writing
in science [62] cannot be understated. Writing helps students
develop their scientific ideas and engage in analytical writing
by incorporating mathematical knowledge that may be dif-
ficult to express orally, among other benefits. In this study,
we use both transcripts of students’ group discussions and



written reports, which also provides data triangulation for our
analysis.

3. RESEARCH QUESTIONS

This study investigates how student-groups engage in de-
sign and science thinking in the given engineering design
(ED) task. Though our initial focus was to identify the
design–science gap, we transitioned to thinking in terms
of design–science connection as the research evolved. We
sought to characterize student-groups’ design and science
thinking and investigate the emerging themes. By analyzing
how student-groups’ thinking evolved during a multi-week
task, we highlight the dynamic interplay between design and
science thinking. Additionally, we examined how the labora-
tory activities, provided as ‘scaffolds’ through the multi-week
task, influenced student-groups’ thinking, with the goal of in-
forming more effective educational strategies.

The specific research questions (RQs) are:

RQ1: In the context of the prescribed engineering de-
sign (ED)-based laboratory task, in what ways can
we characterize student-groups’ ‘design thinking’ and
‘science thinking’, and in what ways do the connections
between design and science unfold?

RQ2: In what ways do the scaffolds influence student-
groups’ design and science thinking, and students’ pro-
gression towards a solution?

4. METHODOLOGY

A. Context of Study

FIG. 1: Timeline of the ED-based task following the ED
Process Model [13, 63, 64]. Each laboratory session lasted
110 minutes. Refer Tables 2 and 3 for details.

This study took place in a large-enrollment, first-semester,
calculus-based, undergraduate physics course at a large U.S.
Midwestern land-grant university. A significant reform in this
course over the last five years has been integrating ED into the
laboratory component of the course. In the 2021-22 academic
year, the course had an enrollment of about 1000 students in
the Fall semester and 1200 students in the Spring semester.

“Pristine natural habitats of endangered species such
as the gorillas in the Congo River basin are becom-
ing increasingly rare. Today, these habitats and the
endangered species that inhabit them need to be not
only protected but even sustained by humans. As a
member of a team of engineers volunteering for a
non-profit organization, you are asked to design a sys-
tem that can launch a payload of food to an island in
the Congo River and land it safely for the gorillas.
Each payload is about 50 kg, and it must be delivered
to a habitat area located on an island in the Congo
River that is about 150 m away from the riverbank. To
avoid contributing to global warming, the client wants
you to use a means that would minimize the carbon
footprint of the delivery. Furthermore, the client also
wants to ensure that the habitat remains pristine, so
that neither humans nor a robotic machine must dis-
turb the flora and fauna of the habitat while delivering
the food.”

FIG. 2: Engineering Design problem statement provided to
the students. Images taken from Wikipedia [65, 66] were
also provided.

Students in the course include about 25% women, 10% under-
represented minorities, and about 10% international students.
The current study is situated in the Fall of 2021.

A vast majority (over 80%) of the students in this course
aspired to be future engineers, while the remaining were sci-
ence majors. Engineering majors are concurrently enrolled
in a first-year engineering course focused on ED, which cre-
ates a unified engineering design experience for these stu-
dents spanning multiple courses. Non-engineering majors are
provided tutorials on ED prior to starting the ED problem.

The course adopts a principle-based approach [67], with
the content divided into three units, each focused on funda-
mental physics principles: momentum, energy, and angular
momentum. Common threads include a focus on systems
thinking, modeling, and making assumptions and approxima-
tions. The Momentum Principle [67, ch.2] relates the change
in momentum (∆p⃗) of a system to the net force (F⃗net) acting
on it, multiplied by the interaction duration (∆t). The time in-
terval must be small enough for the net force to remain nearly
constant, i.e., ∆p⃗ = F⃗net · ∆t. The Energy Principle [67,
ch.6] states that the change in energy of the system (∆Esystem)
plus the change in energy of the surroundings (∆Esurroundings)
equals zero, i.e., ∆Esystem +∆Esurroundings = 0. The Angular
Momentum Principle [67, ch.11] relates a change in angular
momentum (∆L⃗) of a system to the net torque (τ⃗net) acting on
it, with the interaction duration (∆t), i.e., ∆L⃗ = τ⃗net ·∆t.

The weekly schedule includes two 50-minute lectures, one
110-minute laboratory, and one 50-minute recitation focused
on problem-solving. The laboratory segment spanned 13 ses-



sions, with this study focusing on weeks 06 to 10. The labo-
ratory schedule may be seen in Tables 1 and 2.

TABLE 1: Schedule of labs for the semester. This study
focuses on ED problem II, occurring in weeks 06-10,
hereafter referred to as ‘ED-problem’.

Weeks Lab activities based on Design Challenge
01 – 05 Momentum Principle ED problem I
06 – 10 Energy Principle ED problem II
11 – 13 Angular Momentum Principle ED problem III

B. Participants

The participants of this study were undergraduate students
in two laboratory sections for which the lead author served
as the Graduate Teaching Assistant (GTA). From a total of
28 teams, each consisting of 2 or 3 students, data from 14
teams was selected based on our earlier studies [13, 14]. The
lead author’s position as the TA for the course allowed us
to select 14 teams that were representative of the variability
of student experiences, thus addressing issues of saturation,
under-representation, and over-representation [68].

C. ED problem

Seven essential characteristics of engineering design, as
outlined by Capobianco et al. [33], guided the development
of our ED problem: client-driven and goal-oriented, authen-
tic context, constraints, use of familiar materials, resources,
and tools, solution is an artifact or process, multiplicity of
solutions, and teamwork.

Students worked in teams to first identify the overall con-
text of the problem, then generated possible ideas or solutions
using what they knew about the problem as well as using rel-
evant physics knowledge. Even as the teams executed the
scaffolded laboratory activities, in parallel, they developed
a plan, applied their scientific knowledge, exchanged ideas
with other teams, received feedback from the GTA, made iter-
ations, refined their solution approaches, and presented their
final solution in the week 10 lab report. The ED-process
model [13, 63, 64] which guided this study is presented in
Figure 1.

Although the ED problem (see Figure 2) [65, 66] was situ-
ated in the laboratory component of the course, the scaffold-
ing was not confined to the lab alone. Expansive Framing [37]
was used to integrate and scaffold learning experiences into
the course, including prompting students during lectures to
reflect on the relevance of physics concepts to the ED prob-
lem and ensuring that weekly recitation problems were re-
lated to the same challenge.

Most of the lab sessions, to facilitate the integration of sci-
ence in ED, were comprised of two interwoven parts designed
to aid student groups’ progress towards their solutions. The
first part involved a traditional hands-on inquiry-based exper-
iment using PASCO equipment [69] and sensors, with data
collection and analysis performed using PASCO Capstone™
software [70]. The second part included computational activi-
ties using PhET [71] and VPython [72], which is an extension
of the Python programming language particularly useful for
visualizing physical simulations.

Weeks 06 and 10 were entirely made available for students
to engage with the ED problem, while in weeks 07 - 09 the
class time was roughly equally divided between lab activi-
ties and the ED task. In week 06, they engaged in problem
scoping and solution generation (brainstorming). In weeks
07-09, they completed inquiry-based activities related to the
ED problem, using hands-on equipment, VPython code, and
PhET simulations to help build conceptual and computational
models for: (i) launching a payload along an inclined ramp
using a spring-loaded device (week 07), (ii) dropping a cof-
fee filter or firing a projectile under the influence of air drag
(week 08), and (iii) bouncing a falling object off a hard sur-
face with a certain coefficient of restitution (week 09). Each
week, groups were asked to revisit the ED problem and audio
record their group discussions in response to a set of prompts
presented to them. Students presented their solutions in a
combined group report in week 10. The details may be seen
in Tables 2 and 3.

As is standard practice in most laboratory sessions, the lead
author provided a short introduction to the students about the
laboratory activities and the deliverables for the week. TAs
are expected to circulate around the class, answering any
questions students may have. The lead author was assisted
by an undergraduate teaching assistant.

D. Data Collection

In each lab, from week 06 to week 09, each team of stu-
dents was asked to audio-record their discussions using the
mobile phone of one of the team members. Students were
provided a specific set of prompts (see Table 3) to guide
their team discussion. We expected that most student-groups
would adopt a launch mechanism (we realized later that we
may have unintentionally preempted an approach) for deliv-
ering the payload. The simulation, hands-on activities, and
prompts were all designed with this assumption in mind.
However, students were explicitly informed that they could
pursue any solution approach.

One team, among the 14 selected, did not submit a written
report in the final week. This left us with 56 audio recordings
(14 per week) and 13 written reports, providing a substantial
volume of data for our qualitative study. Teams were renum-
bered from Team-01 to Team-14 and will be referred to by
these designations for the remainder of this paper.



TABLE 2: Schedule of lab activities, pertaining to the ED-task, provided as scaffolds within the laboratory in weeks 06 to 10.
Audio-recordings of group discussions and written reports submitted by the students form the data for this study.

Week Lab activities (Scaffolds) Deliverables
06 Students presented with the ED problem. Student-

groups brainstorm ideas for possible solution
approaches.

Written lab report + an audio recording of the group discus-
sion in response to prompts - Problem scoping and solution
generation.

07 Hands-on task: Exploring springs: Force and En-
ergy - Motivating a launch mechanism (Initial
stage). VPython simulation-1.

Written lab report for the hands-on task. Audio recording of
group discussions in response to ED problem related prompts –
Discussing the initial stage.

08 Hands-on task: Exploring Drag Force: Motivating
use of a parachute (Middle stage). Dropping a cof-
fee filter or firing a projectile under the influence of
air drag. VPython simulation-2. PhET simulation.

Written lab report for the hands-on task. Audio recording of
group discussions in response to ED problem related prompts –
Discussing the middle stage

09 Hands-on task: Exploring Coefficient of Restitu-
tion (COR). Motivating soft- landing the payload
(Final stage). VPython simulation-3.

Written lab report for the hands-on task. Audio recording of
group discussions in response to ED problem related prompts –
Discussing the final stage.

10 Final review and submission of ED problem solu-
tions. VPython simulation-4.

Summarize the several iterations of the group’s solution and
submit a written lab report containing group’s proposed solu-
tion to the ED problem.

FIG. 3: Coding Process - Stage 1. Transcripts were coded by textual segmentation. Refer Section 4 E (i), Tables 4 and 5.

E. Data Analysis

Student-groups recorded discussions in the laboratory or
corridors, and the resulting background noise made it ex-
tremely challenging to uniquely associate conversation seg-
ments with individual speakers. Moreover, the final report
in week 10 was a group effort. These factors, along with
the fact that students worked in groups in all labs, influenced
our decision to choose the “grain size” or “unit of analy-
sis” [15, p.10] to be that of a group. Each recording, rang-
ing from 3 to 5 minutes, was manually transcribed and coded
by the lead author. This traditional ‘pen and paper’ “codus
operandi” [73, p.22] allowed for direct engagement with the
data, offering valuable insights through close interaction with
the material. The text length of the transcripts ranged from
about 400 to 800 words each. The lead author meticulously

took handwritten notes while reviewing the raw data multi-
ple times, documenting thoughts and decisions in Word doc-
uments and Excel spreadsheets. He drew inspiration from the
words of B. O’Dwyer:

“Whatever process of analysis you use, there
is no substitute for knowing your data inti-
mately” [74, p.404].

To address “reliability” and for “ensuring rigor” in our
qualitative inquiry, we were guided by Morse et al. [75, p.14].
The lead author engaged in periodic “peer debriefing” [75,
p.14] sessions with the co-authors, not only to review and re-
fine the coding schema, but also to develop an iterative “con-
structive” [75, p.15] procedure for the study. The data analy-
sis evolved through two stages.



TABLE 3: ED task-related prompts presented to students from weeks 06 to 10. During weeks 06 to 09, responses were
captured through audio recordings of group-discussions, while week 10’s response was submitted as a written report.

Week Prompts
06 Brainstorm multiple potential solutions to this problem. Focus on key ideas, principles/concepts involved, and limi-

tations. Complete solutions will be developed in subsequent weeks.
07 Reflect on how today’s lab activity contributes to your understanding of the ED problem. In what ways did you

approach the initial stage (the launch) of food delivery to the gorillas, and how might you approach it differently
now? Did your ideas change, and what aspects of the lab made you think differently about the design challenge?

08 Reflect on how today’s lab activity contributes to your understanding of the ED problem. In what ways did you
approach the middle stage (after the launch) of food delivery to the gorillas, and how might you approach it differently
now? Did your ideas change, and what aspects of the lab made you think differently about the design challenge?

09 Reflect on how today’s lab activity contributes to your understanding of the ED problem. In what ways did you
approach the final stage (the landing) of food delivery to the gorillas, and how might you approach it differently now?
Did your ideas change, and what aspects of the lab made you think differently about the design challenge?

10 Restate the problem. Include the design context, identifying stakeholders, mention the criteria and constraints, and
outline the significance of the problem. Describe the iterations in the problem-solving approach, list relevant physics
principles and concepts, outline your assumptions and approximations., and state the limitations in your design.
Present a sketch for your design.

(i). Stage 1 Coding

In Stage 1 (see Figure 3), our initial efforts were focused
on investigating the design–science gap [13, 14]. In this stage
we looked into students’ ‘ways of thinking’ [47, 76], and the
basis of students’ statements. The codes with detailed de-
scriptors and examples are presented in Tables 4 and 5. In
both cases, textual segments of varying lengths were cho-
sen as coding units. This flexible approach was adopted
after careful consideration of factors such as the complex-
ity of student discussions and the unique conversation styles
within each group [15, 77]. The selection of coding units
was guided by factors such as communication styles, the-
matic shifts, speaker transitions (this being the most chal-
lenging to decipher from the audio), contextual completeness,
and, above all, the nature of our research questions. Accord-
ing to Elliot [78, p.2856], “there is no simple answer” to the
choice of “the chunk of data” to be coded, and “it depends
on the study and your aims within it”. Furthermore, fixed
text lengths might overlook the richness and diversity of these
discussions, as some groups engaged in dynamic exchanges
while others spoke more linearly. It is important to point out
that multiple codes (code co-occurrence) [79], [78, p.2853]
can be applied to a single segment. To adjust for the vari-
able lengths of the transcripts and the use of unequal textual
lengths, we calculated fractional coding frequencies for each
team and averaged them across all groups.

An important consideration in our analysis was whether to
include error bars in the bar charts. In an earlier study [14],
we included error bars because our arguments relied on code
frequencies, necessitating the establishment of statistical sig-
nificance for differences in those frequencies. However, for
the current study, the qualitative nature of our work posed
challenges in meaningfully defining error, particularly given
that the researcher functions “as an instrument” [80–83] in

qualitative research. Standard practices for error bars, such as
using standard deviation, standard error, or confidence inter-
vals, are not directly applicable. Although custom error bars
could be considered, they would still require a clearly defined
notion of coding error, which remains ambiguous, perhaps
even questionable, in qualitative research.

Despite extensive searches, we found no clear guidance in
the literature on the use of error bars for bar charts in quali-
tative research. Given our focus on the interpretive aspects of
qualitative data rather than the statistical significance of code
percentages, we decided not to include error bars in Figures 7
and 8. Out of curiosity, we queried AI platforms such as Per-
plexity AI, ChatGPT, and MS Copilot regarding the appro-
priateness of error bars for such data. Their responses were
notably consistent, stating that “Error bars on bar charts of
code frequencies from qualitative data are generally inap-
propriate unless quantifiable measures of variability are in-
cluded” [84–86]. While insights from AI platforms may not
be definitive, we believe this perspective may be of interest
to the research community. These considerations further sup-
ported our decision to exclude error bars in this study.

The code percentages [78, p.2853] from Stage 1 coding
are majorly used only in two of the Findings & Discussions
sections, namely: Sections 5 B and 5 C.

(ii). Stage 2 Coding

Initially guided by the first stage of coding, we aimed to
enhance the level of detail. To address concerns about the
unequal lengths of text segments in stage one coding, we in-
ductively developed a more comprehensive and multi-layered
coding scheme, grounded in the data. For data triangula-
tion [17, p.37], we used multiple data sources—audio record-
ings and written reports. The coding process for this stage is



TABLE 4: Codes for ‘Ways of Thinking’, code descriptions, and example quotes.
DST - Design Thinking; SCT - Science Concepts; MAT - Mathematical Thinking; MER - Metacognitive Reflection.

Code Code Descriptor Illustrative Quote Code Justification
DST Define the problem, identify

constraints, brainstorm multiple
solutions, iterate, select the best
solution, consider design issues
/ aspects, prototype the solu-
tion, test, communicate.

“an electric drone which could carry enough
weight. It could fly a payload over and drop off and
leave without really interacting with anything. The
problem could be the charge of the drone. Yeah we
don’t know how long the distance is and it might
be difficult to charge it in the middle of the Congo.
It might be hard to find a place to take off and to
land. Lifting 50 kg will be hard for a drone to lift.
It’d have to be one heck of an electric drone.”
(Team-05; Week 06)

Identifies a design constraint -
Can the drone carry 50 kg?
Addresses design issues - How
to charge the drone?
Addresses a design criteria -
Not to disturb the habitat.

SCT Organization, cause and effect,
systems, scale – absolute and
relative, models, change and
rate of change. In our con-
text, it may be expected that
the students refer to concepts
of projectile motion, drag force
among other things.

“I would say that this spring system is probably
not the best idea because at least with what we’ve
found with our data the displacement of the spring
with the amount of mass we were using was not
enough to get a whole lot of force. And with the ve-
locity they’re trying to achieve for the actual prob-
lem itself this does not seem a very likely solu-
tion unless we had a very long launching system.”
(Team-07; Week 07)

Referring to physics concepts -
Considering if it may be prac-
tical for a spring to have large
enough compression and spring
constant to generate enough
speed for launch. Energy con-
version implied.
There is some element of DST
in terms of what type of a spring
may be required for the design.

MAT It may refer to a scientific state-
ment in terms of a relation
among several variables and
constants. Proportional reason-
ing is acceptable. Units analy-
sis. Use of explicit expression /
equation.

“I am just estimating here . . . and shooting it that
way so you get more altitude . . . with more altitude
and the shape of the object considered more air re-
sistance and further slowing down.”
(Team-03; Week 08)

Proportional reasoning - How
drag force increases with dis-
tance of fall.
There is probably some SCT
in the form of an indirect ref-
erence to the formula for drag
force.

MER Reflect on their ideas / recall
previous notions and comment
/ reflect and modify / critically
review.

“so after this lab what we’ve realized is that either
this new discovery of the coefficient of restitution
. . . will either hurt launching an object or help it
because we could either destroy the environment
by not bouncing or we can retain some energy and
bounce it multiple times instead of letting out all
the energy on the environment.”
(Team-06; Week 09)

Reflecting on their learning
post the lab activity with bounc-
ing balls.
Also coded for -
DST - Paying attention to the
design criteria that habitat’s in-
tegrity should not be compro-
mised.
SCT - Thinking about the en-
ergy loss due to impact.

FIG. 4: Coding Process - Stage 2. Data Reduction inspired by the Gioia Chart [20, p.21]. Written reports included for
‘Triangulation’. Refer to Appendices A and B.



depicted in Figures 4 and 5. Separate coding schemata de-
veloped for the transcripts and written reports may be seen in
Appendices A and B (or Tables 6 and 7).

For data reduction [79, p.13], we were guided by the data
structure model proposed by Gioia et al. [20, p.21], which is
illustrated in Figure 4. This detailed, multi-layered approach
helped to enrich our qualitative analysis, providing deeper in-
sights into our research questions, particularly concerning the
‘design–science connection’.

The coding schema underwent several revisions, and only
the final version is presented in this study. Two co-authors
independently assisted with the coding after being briefed on
the project’s goals. An inter-coder reliability (ICR) exceeding
80 percent was deemed sufficient in both stages of the coding
process, a decision taken after much debate and research. As
to what may be an appropriate percentage of ICR agreement,
we observe that “there is little consensus on how to approach
reliability in qualitative research” [87, p.72:18]. McDonald
et al. even caution that, for some studies, an ICR test may
be “potentially harmful” [87, p.72:19], a view echoed by
O’Connor and Joffe who argue that an ICR test may not be
appropriate for every qualitative study and should not be con-
sidered a “magic bullet” [88, p.11] to automatically ensure
reliability. We were committed to documenting our analy-
sis and while Stage 1 coding was useful, its insufficiency led
us to engage in more nuanced Stage 2 coding. However, we
were wary that relying too heavily on code percentages could
undermine the qualitative nature of our study. These concerns
led us to prioritize ‘thick description’ [17–19, 89, 90] to en-
hance the trustworthiness of our findings. The minor differ-
ences in coding were not deemed significant enough to affect
the results, particularly since ‘thick description’ allows “the
reader to enter the research context”[18, p.26],[17, p.38]. We
also questioned whether an ICR was necessary when using
thick description for our analysis. Although we did not find
satisfactory answers, we chose to retain coding for two key
reasons: (i) we began with coding and had detailed results,
and (ii) coding helped us verify consistency between themes
and thick descriptions [88, p.2]. The detailed coding process
provided a valuable audit trail that guided our discussions and
decisions when finalizing the themes and descriptions. Based
on our experience, we believe that coding is a valuable first
step for beginners in qualitative research who wish to em-
ploy thick description. It provides an organized framework
for structuring data and ensures that rich, detailed narratives
emerge from the analysis.

(iii). Guiding Frameworks

Given our context, research goals, research questions, the
nature of our data, and the type of analysis we conducted, we
found useful guidance in a variety of theoretical or conceptual
frameworks in different stages of our analysis.

Following the principle “letting the data speak to the re-
searcher” [91, p.8], we strove to let the data guide our anal-

ysis. Our approach involved flexible notions of design and
science thinking, and the iterative development of a coding
scheme from substantial data sources (group discussions and
written reports). Given the inductive nature of our analysis
and the evolving focus of our study, we received - only for the
purposes of data analysis - some guidance from the grounded
theory method approach outlined by Urquhart [91].

Our coding process followed the Gioia Framework [20],
while the presentation of our findings was guided by the MIR-
ACLE framework for Thick Description. In our thematic
analysis [16], [92, p.8], we employ thick description (with
the authors’ interpretation) and direct student quotes (to cap-
ture the informants’ voices). The MIRACLE framework’s
seven key criteria [89, p.7, 8, and 9] informed the articu-
lation of our results: Meaningful (clear articulation of par-
ticipants’ thinking), Interpretative (balanced consideration of
participant perspectives and researchers’ interpretations), Ra-
tional (alignment of methods, data, and findings within the re-
search context), Authentic (genuine representation of partici-
pants’ thinking), Contextualized (interpretations drawn from
the data, with researchers’ biases made transparent), Linked
(cohesive connections between methods, research questions,
and findings), and Emic (detailed, context-centered account).

In examining the interplay between student groups’ design
and science thinking, Mestre’s Transfer of Learning frame-
work [41] offered valuable guidance. Furthermore, the con-
cept of “distributed scaffolding”, as articulated by Kolodner
and Puntambekar [9], proved instrumental helping us analyze
the impact of scaffolds on students’ thinking.

Most importantly, since our data is grounded in a physics
laboratory, our analysis and interpretation were strongly
guided by our disciplinary understanding of Newtonian Me-
chanics. While students occasionally drew on ideas from
other areas of physics, their science thinking predominantly
centered around concepts of motion, force, and energy,
framed within the conceptual framework of Newtonian Me-
chanics.

The co-authors reviewed the themes and narrative descrip-
tions, and the lead author incorporated their feedback to en-
sure consistency with the coding. Extensive discussions were
held on the most effective ways to present the qualitative find-
ings. Figure 6 depicts the process flow diagram from Data to
Findings.

5. FINDINGS & DISCUSSION

In this section, we present our findings on how the se-
lected 14 student groups navigated the prescribed engineer-
ing design (ED) task. We focus on the emergent themes in
students’ design and science thinking, and how the design-
science connections unfolded in their work, addressing RQ1.
To address RQ2, we examine how the scaffolds—particularly
the lab activities—may have influenced students’ thinking.
These findings are drawn from both stages 1 (see Figure 3)
and 2 (see Figure 5) of our coding process, with the latter



TABLE 5: Codes for ‘Behind the Words: The Basis of Student Statements’, code descriptions, and example quotes.
HT - Hands-on Task; VP - VPython and PhET Simulations; PK - Physics Knowledge; GK - General Knowledge.

Code Code Descriptor Illustrative Quote Code Justification
HT Students make references to

the hands-on laboratory exper-
iments using PASCO hardware
and software. Could be the cur-
rent lab / the previous, includ-
ing those in the weeks 01–05.

“This was basically Hooke’s law. So we’re going to
be using that. Apply to the catapult with the spring
force and the stretch. We’ve to calculate the force to the
stretch ratio and hopefully do the calculations.”
(Team-05; Week 07)

Directly referring to the hands-
on laboratory activity.
This was also coded for
PK, probably gained from
coursework.

VP Students make references to
the PhET simulations and / or
VPython simulations. Since
it would be hard to decipher
which simulation activity the
students may be referring to,
it was decided to club them
together.

“Also how inconsistent our actual data is from simula-
tions and stuff. . . because our actual data from capstone
is very different than the Python simulation . . . yeah
that’s true we had a technical error yeah . . . so calculat-
ing drag force .. like by looking at a video link manually
is much more difficult than . . . digitally . . . .obviously. ”
(Team-01; Week 08)

Making references to the simu-
lation activities in the lab.
Also coded for HT - Referring
to the hands-on lab activities
with data collection via PASCO
software.

PK Statements made based on their
physics knowledge gained via
coursework in school / univer-
sity, and from textbooks.

“Do we have a theoretical idea if we use a parachute
about how much the speed will reduce by or do we have
to do the calculations for that. We probably have to do
a timed parachute release.”
(Team-03; Week 06)

Referring to calculation
methods possibly based on
coursework.
The reference to ‘timed
parachute release’ probably
reflects GK.

GK Statements based on com-
mon knowledge and everyday
experience.

“Do not know how to say it in English. . . But it’s a place
where you can jump. Oh, a trampoline yes yes instead
of a parachute so it feels safe and eco-friendly or maybe
like an airbag, something like you know how like you
know when people jump out of a building they use huge
air sacks . . . when they practice snowboarding.. you do
not need to worry about bouncing off. It kind of like ab-
sorbs it.”
(Team-02; Week 06)

This is during the brainstorm-
ing session of week 06. State-
ments based on experience or
common knowledge.

stage playing a more prominent role. It is important to note
that our discussion does not rely solely on coding; we majorly
employ thick description to convey the researchers’ perspec-
tives, and incorporate participants’ voices through carefully
and thoughtfully chosen direct quotations. As Ponterotto
rightly notes:

“A thickly described Discussions section of a
qualitative report successfully merges the partic-
ipants’ lived experiences with the researcher’s
interpretations of these experiences...” [19,
p.547].

In stage 1, we coded only the transcripts, for which the
coding schemata may be seen in Tables 4 and 5. Figures 7
and 8 visually represent the variation of code percentages (for
all groups taken together) across weeks 06 to 09. In stage 2, as
previously mentioned, we coded both transcripts and written
reports. The coding schemata for this stage are detailed in
Appendices A and B, with Figures 9 and 10 offering visual
representations of the coding results.

In Section 5 A, we outline the variety of solution ap-
proaches considered by the student-groups. Section 5 B ex-
plores the variation in students’ design, science, mathemati-
cal, and reflective thinking through the multi-week task. Sec-
tion 5 C examines the factors that may have influenced stu-
dents’ thinking during the task and provides an overarching
view of how the provided scaffolds shaped their thought pro-
cesses. These sections offer partial insights into both of our
research questions.

In Sections 5 D through 5 I, we delve deeper towards ad-
dressing our research questions. Section 5 D has a particular
focus on students’ design thinking, while Section 5 E investi-
gates their physics thinking. Section 5 F explores the blurred
boundaries between the often-perceived dichotomy of design
and science. The importance of Mathematical Thinking in
science and engineering can never be discounted, and this as-
pect is discussed in detail in Section 5 G. We conclude by
offering our perspectives on the notion of the ‘design-science
gap’ in Section 5 I, ultimately emphasizing the need for edu-
cational objectives to enhance the connection between design
and science. Although these sections primarily address RQ1,



the reader will notice how the discussion, quite unavoidably,
also intersects with RQ2.

Our response to RQ2 is interwoven throughout most
sections, with Sections 5 A, 5 C, 5 D (iii), 5 E (iii), 5 F (i),
and 5 F (iv) addressing it more explicitly.

Since this was a multi-week activity, we were particularly
interested in how students reflected on their design and sci-
ence thinking throughout the process. Section 5 H addresses
this, simultaneously drawing connections to both research
questions.

As previously noted, students’ thinking emerges in com-
plex ways, and readers will observe that all sections maintain
some connection to both research questions. Our analysis is
guided by a thematic exploration, without being confined to
a single team or a specific set of teams. This study aims to
uncover patterns that can inform future interventions, while
also providing insights to guide pedagogical decisions, with
an awareness of the limits of generalization [93].

A. Variety of Solution Approaches

While our analysis remains largely agnostic to the solution
approaches taken by student groups, it would be illustrative
to highlight some of the initial solution paths considered by
students.

The most popular approach involved launching the load us-
ing a catapult or trebuchet, closely followed by the use of
drones and ziplines. Other innovative ideas included raft sys-
tems, automatic underground tubing systems, amphibious au-
tomated guided vehicles, autonomous sky-cranes, boats, tug-
boat ferry systems, pressure guns, and airplane drops, among
others. These diverse approaches reflect the students’ exten-
sive general knowledge, creativity, willingness and eagerness
to explore out-of-the-box ideas, and interdisciplinary knowl-
edge. It demonstrates their ability to think critically about
the design problem, weigh in various science principles, en-
gage deeply with the project, and explore a wide range of
technologies and methods. Among the interesting conversa-
tion snippets during the brainstorming session (week 06) was
from Team-03: “We could do a composter-cannon. What do
you guys think about that? ...Actually what is it? Explain what
it is.... Like you’d have a cannon that uses compressed air to
launch the payload and you’d have a parachute attached to
the payload so that it wouldn’t damage any of the trees or
wildlife. The parachute would also be biodegradable...”. The
reader would note that this conversation segment also cap-
tures a thought-provoking interaction among the group mem-
bers. The manner in which students seamlessly interweave
science - not just physics - concepts into their design is pal-
pable. Interestingly, the idea of a composter-cannon was en-
tirely novel to the lead author before this study, highlighting
that there is much we can learn from our students.

Opinions on adopting a launch mechanism varied widely,
ranging from mild criticism to outright rejection. Team-07
offered a gentle and balanced view, noting: “I would say

that this spring system is probably not the best idea because
at least with what we’ve found with our data the displace-
ment of the spring with the amount of mass we were using
was not enough to get a whole lot of force”. The reader may
also observe that the team’s thinking is guided by the scaf-
folding hands-on activity (see Table 2) in week 07. Con-
versely, Team-09 in week 07 expressed strong reservations
about the launch mechanisms, feeling constrained by the scaf-
folds. They remarked that insisting on a catapult “would re-
quire a very big and very powerful spring so even though this
lab was informative I don’t think it’s necessarily a good solu-
tion to the problem and not necessarily a practical solution..
I mean .. I think they’re going to push us towards springs ..I
think that’s what they’re going to give us next. But there are
better launching methods”. This ‘feedback’ underscores the
importance of remaining open to alternative student solution
approaches, in addition to highlighting an important lesson
for us: we may have prematurely favored a sub-optimal ap-
proach. What is particularly notable in these conversation
segments is student-groups’ motivation to debate and refine
their ideas. It is easy to note that the students are thinking
in terms of the magnitude of the spring constant while re-
ferring to a “very powerful” spring, and about dimensions of
their contraption while referring to a “very big” spring. While
some teams were uncertain about the best approach, Team-
06 clearly identified what to avoid and proceeded with their
rocket-based contraption (see Figure 11), which we will ad-
dress in more detail in the later sections.

The initial brainstorming session facilitated the generation
of a wide range of ideas. As educators, we got a sense of
the range of solution approaches students explored. It may
be noted that the classroom instructions merely asked stu-
dents “brainstorm” their ideas without any specific guidance
on how to brainstorm. We wonder how our data and findings
might have differed if we had offered our students a more
structured guidance on brainstorming techniques. For our fu-
ture iterations we intend to make use of the four key rules
for effective brainstorming proposed by Kaufman and Mc-
Cuish [94, p.7, 8]: avoid judgment; prioritize quantity over
quality; embrace unconventional ideas; and build upon each
other’s contributions.

In their written reports, most teams settled on the catapult
approach or a variation of it. This could be due the influence
of the accompanying scaffolds - hands-on and virtual lab ac-
tivities (see Table 2) - that may have prompted students to
think about the catapult solution. A few of the teams chose
alternative solution methods such as drones and ziplines.

We acknowledge that some, or perhaps all, of these so-
lution approaches may not fully meet the task requirements.
However, our goal was to remain objective in evaluating the
approaches and not be judgemental of students’ work. Ac-
cordingly, the spirit of our coding schema is to remain re-
spectful to students’ choices.



FIG. 5: Coding Process - Stage 2. Multi-layer coding scheme separately developed for transcripts and written reports, guided
by the Gioia Framework [20]. Incorporated ‘Thick Description’ [18]. Refer to Appendices A and B.

B. Students’ Ways of Thinking

In our earlier studies [13, 14, 76], as mentioned in Sec-
tion 4 E (i), we had explored student-groups’ ‘Ways of Think-
ing’ [47, 76, 95, 96]. We started the current study by explor-
ing four ‘Ways of Thinking’ students display, namely: De-
sign Thinking (DST), Science Thinking (SCT), Mathematical
Thinking (MAT), and Metacognitive Reflection (MER). Fig-
ure 7, based on the coding scheme in Table 4, presents broad
trends in the thinking of student groups through the task.

A striking feature, which we will elaborate on in the fol-
lowing sections, is the near absence of mathematics in con-
versations, a trend consistent across all lab sessions. Stu-
dent groups exhibit fairly consistent metacognitive reflection
(MER), except during the initial brainstorming session (week
06), which is understandable as it is the first in the sequence.
Design-based thinking dominates students’ thinking through-
out. In the brainstorming session, students eagerly shared
ideas, likely causing the predominance of design thinking.
Although the relative proportion of design thinking decreases
after the first session, it remains fairly consistent thereafter.
Science-based thinking, particularly in physics, is lower dur-
ing the brainstorming session, which is understandable as stu-
dents may initially focus less on physics details.

The question we posed is whether these trends, particularly
the comparison between design thinking (DST) and science
thinking (SCT), are indicative of a design–science gap. How-
ever, arguing solely on the basis of relative code frequencies
or percentages has a few obvious drawbacks. First, this cod-
ing process includes repetitive statements or ideas from dif-
ferent members of a group. Second, if we rely completely
on code frequencies or percentages, the issue of statistical
significance needs to be addressed. Given our intent to re-

tain a qualitative flavor in our analysis, we did not deem it
to be an appropriate approach. Additionally, as Hammer dis-
cusses in his essay on the ‘productiveness’ of student conver-
sation [97, p.423], a deeper question is whether students were
merely making broad statements indicative of design and sci-
ence thinking, or were they engaging in thoughtful inquiry. Is
it not possible that students spend time repeating ideas, en-
gaging in unproductive ways, and making inaccurate state-
ments? It may be premature to discuss any ‘gap’ with the
information gathered at this stage, which is why we transi-
tioned to a more nuanced and multi-layered coding scheme,
elaborated in the Appendices A and B, the results of which
may be seen in Figures 9 and 10.

C. Behind the Words: The Basis of Student Statements

As evident in Table 2, we provided scaffolds to guide stu-
dents in the ED task. Our approach included hands-on tasks,
VPython, and PhET simulations in the laboratory, along with
lectures and recitations outside, as illustrated in Figure 1.
We aimed to explore how these supports influenced student-
groups’ thinking. Figure 8, based on the coding scheme in Ta-
ble 5, offers insights into what may have possibly influenced
students’ thinking during their conversations. While these
findings may not be definitive, they help instructors under-
stand the context behind students’ words, and offer a glimpse
into how students ‘transfer’ ideas from different sources.

Students had the entire duration of week 06 to brainstorm
their ideas. With no hands-on task or simulations to work on,
it is probably not surprising that their ideas were based on
their physics knowledge (from lectures, recitation, textbook,
etc.) and general knowledge, with the latter dominating. One



FIG. 6: From Data to Findings - Process Flow. For Data Reduction, we adopted the Gioia Framework [20, p.21]. For Thick
Description, we were informed by the MIRACLE Framework [89, p.10], while for Thematic Analysis we were guided by the
methodology outlined by Braun and Clarke [16].

FIG. 7: Student-groups’ Ways of Thinking. Refer to Table 4 for details.
DST - Design Thinking; SCT - Science Thinking; MAT - Mathematical Thinking; MER - Metacognitive Reflection

question we debated was whether there exists a clear division
between what we coded as GK (general knowledge) and PK
(physics knowledge). Our experience with the data taught
us that the line is indeed blurry. However, the division has
practical value at least for the purposes of this study. At the
same time, there may not be much value in insisting on a rigid
classification. The blurry line between the two is evident in
Team-03’s statement in week 06: “The other idea was using
water as a mode of transport and that would be essentially a
raft system where we would build the least water invasive raft
..what I mean by water invasive is that ..of course if we stick
a motor under a boat it is going to propel the boat forward”,
and we believe it would be acceptable if one classified this as
being based on general knowledge (GK).

An important feature of our coding scheme is the existence

of code co-occurrences. The following statement is an ex-
ample in which codes VP (VPython and PhET simulations)
and HT (hands-on task) (see Table 5) co-occurred. Team-07
blended its experience with hands-on apparatus and the sim-
ulations in week 07 by stating: “I would say that this spring
system is probably not the best idea because at least with what
we’ve found with our data the displacement of the spring with
the amount of mass we were using was not enough to get
a whole lot of force, and with the velocity they’re trying to
achieve for the actual problem itself this does not seem a very
likely solution unless we had a very long launching system”.
This team remained unconvinced that launching the payload
is a good approach, and one may note how they are being
quite critical about a catapult launch. They are also draw-
ing from their experiences with both the hands-on tasks and



simulations. The team displayed design thinking by under-
standing that a 50 kg payload would need large springs with a
high spring constant. They also demonstrated science think-
ing by indirectly applying the energy principle to argue that
the velocity generated would need to be large enough to be
launched over a distance of 150 m. Student groups think in
complex ways, and this is a fine example blending several
codes. The interplay between design and science is quite evi-
dent here. As an aside, the reader may also note that breaking
off the text in between while coding would interrupt the flow,
and would not do justice to the student conveying the idea,
illustrating why we chose unequal textual lengths in our first
coding stage.

The general trend was that hands-on tasks had a stronger
impact on students’ thinking, and the reader may be surprised
at the reversal in week 08, as evident in Figure 8. Though
one may tend to attribute it to random chance, a look at Ta-
ble 2 would show that there were two simulation tasks given
to the students in that one session in addition to the hands-on
task. This could be a possible explanation for the outcome.
These simulations were explicitly on terminal velocity, and
this is captured by Team-06 as: “we have and also one thing
we would probably want to have a lower velocity because it
requires a lot more force to slow down and likelihood of us
reaching terminal velocity with such a heavy payload in such
a short distance is unlikely”. This team demonstrates a pro-
found conceptual understanding that a heavy falling object,
unless it falls through a sufficient distance, may not attain
terminal velocity despite the drag force. As much as stu-
dents discuss the physics of a falling object, one can also
observe how they weigh in (pun, intended) the design con-
siderations of “such a heavy load”, once again highlighting
that students’ thinking is too complex to be sorted into silos.

The observation that students appear to rely more on
hands-on tasks than simulations seems to reinforce both
“anecdotal evidence” [98–100] and research which suggest
that students learn most effectively through direct engage-
ment [101, 102]. However, there remains an ongoing debate
about the relative effectiveness of hands-on versus virtual ex-
periences [103], [104]. One caveat we would like to add is
that it is natural to recall most vividly from the most recent
experience, which could introduce “recency bias” [105, p.1]
and potentially influence our findings.

D. Design Thinking - Key Takeaways

Guided by our coding of transcripts and written reports
(see Appendices A and B), we summarize key findings on
students’ design thinking in the following subsections. Fig-
ures 9 and 10 illustrate these findings. In subsection 5 D (i),
we examine the extent to which students consider factors such
as economic cost, criteria and constraints, habitat integrity,
safety, and stakeholders. In subsection 5 D (ii), we analyze
the numerical details provided by students regarding the ac-
curacy of payload delivery, payload dimensions, physical as-

pects of the contraption, carbon footprint assessment, and
measures to ensure habitat integrity. In subsection 5 D (iii),
we explore how students detail their contraption mechanisms.
And finally, in subsection 5 D (iv), we reflect on strategies to
enhance students’ design thinking.

(i). Design Considerations - Generic mentions only

In our analysis, we refer to ‘design considerations’ to in-
clude: design dimensions, economic cost, criteria and con-
straints, habitat integrity, safety aspects, and stakeholders.
These found mention in the discussions or reports of all the
groups, but none of the teams elaborated beyond a cursory
mention. This is probably natural in a physics course, as
these ideas are seldom discussed in a physics classroom, ex-
cept perhaps the physical dimensions of the design. None of
the teams went on to elaborate on the physical dimensions of
their contraption in detail, though some teams did mention
that a large and highly stiff spring may be needed to launch a
50 kg load, and that the load may be just too large to be pow-
ered by a drone. “50 kg is a lot for a drone. Therefore we need
a heavy duty electric drone”, said Team-06. The contraption,
“would have to be pretty big in order to get it to the island
and making sure it lands safely at the island interrupting any
of the environment in order for this idea to work”, said Team-
04. Beyond this level, across all teams, there was no further
detailing on the dimensions of the contraption, whatever it
may be.

(ii). Design Metrics: Opportunities for Deeper Detailing Missed?

In our analysis, we refer to ‘design metrics’ to encompass
specific numeric details of: how to achieve and ensure ac-
curacy of payload delivery, payload dimensions, physical as-
pects of the contraption, assessing carbon-footprint, and mea-
sures to ensure habitat integrity. As teams iterated on their so-
lution, we observed that students missed an opportunity to ad-
dress the above-mentioned aspects of design metrics. There
was a lack of detail on how to achieve delivery accuracy,
determine payload dimensions, assess carbon footprint, and
ensure habitat integrity, though there were direct or indirect
but rudimentary references to these issues. As an example,
Team-09, in week 08, had this to state about the dimensions
of the parachute: “this [drag] force is dependent on ... it’s
dependent on the two things that we could change about it
are the cross sectional area and the coefficient of drag so we
wanted to maximize how far it can travel”. Drawing upon
their hands-on experiences in the lab, this team considered
the area of cross section of the parachute as a factor that can
affect the drag force, but did not get into numerical details
pertaining to the actual size of the parachute. At the same
time, expecting such details may be pitching it too high for
the students given the limited time and resources at their dis-
posal.



FIG. 8: Behind the Words: Basis of Student-groups’ Statements. Refer Table 5 for details.
HT - Hands-on Tasks; VP - VPython and PhET Simulations; PK - Physics Knowledge; GK - General Knowledge

FIG. 9: Design Thinking vs. Science Thinking - Variation across weeks 06 - 09. Refer to Appendices A for details. Design
Details refers to ‘Design Considerations’ (Section 5 D (i)), ‘Design Metrics’ (Section 5 D (ii)), and ’Contraption Mechanism’
(Section 5 D (iii)). Refer Section 5 E (i) for ‘Physics Principles’ and Section 5 E (ii) for ‘Physics Vocabulary’. No / Low detail
is coded as Level 1; Moderate / High detail is coded Level 2. The descriptive narration will make evident the levels.

The trend of providing minimal detail on metrics persisted
into the final written reports of week 10. The absence of de-
tailing may be attributed to the lack of specific guidance or
prompts to direct students to consider these aspects in their
discussions. It could also be partly due to the fact that these
aspects are more common in engineering classrooms and not
typically the focus in introductory physics classrooms. This
finding underscores a disciplinary gap: while detailing design
metrics is integral to engineering, it is not typically prioritized

in physics education. Addressing this gap may require inten-
tional scaffolding and the inclusion of more specific prompts
in future iterations to better integrate these interdisciplinary
skills.



(iii). Contraption Mechanisms - Minimal Elaboration

Another observation from the data is that student groups
did not think beyond providing basic details for the mecha-
nisms of their contraption. For example, teams that consid-
ered using a catapult mentioned that large springs might be
needed, the setup might be large, air resistance would need to
be overcome, parachutes might need to be deployed, and the
landing must be gentle while maintaining habitat integrity.
Teams that considered using drones were aware that drones
might not be able to carry a heavy load of 50 kg and that their
use might not meet the design criteria. Whether it is prac-
tical or reasonable to expect more details in an introductory
classroom is open to debate. Despite this being a multi-week
activity, the teams did not iterate on these aspects. It appears
that while the scaffolds may have been effective in advanc-
ing students’ thinking in physics (which is positive), they did
little to promote design-based thinking. Lastly, apart from
broadly weighing the pros and cons of their design during the
brainstorming session, there was only a decreasing reference
to design limitations as the weeks progressed, with almost no
mention by week 09. In hindsight, we realize that it would
have been beneficial if students had been explicitly asked to
engage in a ‘feasibility study’ of their design at each stage.

(iv). Design Thinking - Raising the Bar

The findings reveal that the teams were not directly ad-
dressing the limitations of their designs, though there were
occasional, indirect references suggesting they considered
such limitations. For instance, Team-02 initially explored us-
ing catapults and parachutes and expressed concerns about
the risks of launching a load and the impact of weather on
the flight path. They later switched to using a zipline, believ-
ing it to be a better solution due to energy considerations in
comparison to a launching mechanism. However, they were
still concerned about the load causing unintended accidents
upon landing. The team continued to evaluate these options
into the subsequent lab sessions, debating whether the zipline
was preferable because it would avoid wind deflection and be
less affected by drag force. This team’s deliberations high-
lights the complexity of real-life problems and the challenges
teams faced, especially given the time constraints in a class-
room setting. Additionally, while the week 10 written report
gave students an opportunity to summarize and develop their
ideas further, most teams’ details remained skeletal, lacking
significant iteration over their discussions, as may be evident
from Figure 10.

In summary, learners would benefit from increased struc-
tured guidance and iterative feedback on design thinking from
educators. In our future iterations, we intend to incorporate
Siverling et al.’s suggestion that it is important to prompt
“students to justify their design decisions or reflect on sci-
entific reasonings for their design decisions” [106, p.311].
In our introductory course, learners come with varying back-

grounds and may be unaware of what constitutes a good de-
sign and how to apply physics concepts and principles. Ex-
pectations based on our coding schema in Appendices A and
B can be communicated through a rubric to help students
progress toward their solutions, while taking care not to over-
whelm them.

E. Use of Physics - Key Takeaways

Guided by our coding of transcripts and written reports
(see Appendices A and B), we summarize key findings on
students’ use of physics in the following subsections. Fig-
ures 9 and 10 illustrate these findings. In subsection 5 E (i),
we consider how students applied the fundamental physics
principles such as momentum, energy, and angular momen-
tum. In subsection 5 E (ii), we discuss the range and depth
to which students used and applied physics terms and con-
cepts. In subsection 5 E (iii), we outline the extent to which
students used physics to analyze the payload’s take off, flight
path, and landing. And finally, in subsection 5 E (iv), we offer
some practical instructional strategies that may help enhance
physics thinking in students.

(i). Physics Principles - Mention vs. Application

In our analysis we specifically considered the three funda-
mental principles: momentum, energy, and angular momen-
tum [67]. Student groups mostly focused on momentum and
energy principles in their discussions, and angular momen-
tum was rarely mentioned. This may be due to the fact that
angular momentum was only formally introduced after week
10, and probably that the ED problem did not yield well to
the application of this principle. In group discussions, almost
all groups mentioned these principles, but only a minority of
teams went on to elaborate and explain their application in the
design task. In the final report, there was some improvement,
but only three teams elaborated on the principles (see Fig-
ure 10). Only two teams (Team-03 and Team-09) displayed a
degree of consistency in both discussions and reports.

In week 07, Team-03, while exploring the application of
the energy principle to further their design, stated: “If we
know the spring constant, a property of the spring, possibly
we can use certain energy calculations like PE of the spring,
the KE of the payload to ensure it gets to the destination it has
to get to”. Evidently, the team was relying on the hands-on
experiments and simulations in the lab and hinting at deter-
mining the launch speed using the energy principle to obtain
the desired range for the payload. A few other teams, Team-
02, for example, in week 09 did invoke the energy princi-
ple but in lesser detail: “I think the big part of it is that en-
ergy is still like falls..energy conservation..energy gets trans-
ferred from the ball or whatever our load is..to basically be-
ing spread into the earth or through sound”. The contrast
between the two examples is noteworthy. In the former, the



FIG. 10: Design Thinking vs. Science Thinking - Written Reports. Refer Appendices A and B for details.
L1, L2, L3 & L4 stand for Level 1, Level 2, Level 3 and Level 4 respectively. IT - Iterations; SK - Sketch; AA - Assumptions
and Approximations; DL - Design Limitations; FC - (Physics) Facts and Concepts; PP - Physics Principles; MAT - Use of
Mathematics

focus is on the conservation of mechanical energy due to con-
servative forces, while in the latter, it is on energy dissipation
due to collision.

In the written reports, only three teams elaborated on how
they applied the principles in their design. “Because the ve-
locity is instantaneously reversed when contact is made dur-
ing a collision, the momentum principle can tell us the in-
verse change in momentum that will occur”, stated Team-
06 while invoking the momentum principle to discuss the
impulse change due to impact:. Though the team may not
have been entirely accurate in assuming that the collision is
instantaneous, the students were likely making the assump-
tions usually made in physics courses. It is notable that this
team, rather than merely relying on the concept of the coef-
ficient of restitution, quite unusually, considered momentum
changes during the collision. The team also demonstrated
a high degree of motivation by incorporating several details
into its sketch, as evident in Figure 11.

(ii). Physics Vocabulary & Concepts - Mention vs. Elaboration

In our analysis we refer to ‘vocabulary’ as the use of
physics terms, concepts, and ideas, as distinct from the
physics principles discussed in the earlier section. While

there may be some overlap, our focus here is on the breadth
of terminology and conceptual understanding.

As seen in Figure 9, teams demonstrated a broad range
of vocabulary during the brainstorming session (week 06),
albeit with less detail. This is understandable as students
were enthusiastically sharing ideas and focusing on broad
solution approaches. In the subsequent weeks, the distribu-
tion of vocabulary usage became more balanced between the
mere mention of concepts and their detailed presentation. Al-
though student groups employed a wide range of physics con-
cepts, there were missed opportunities for further elaboration.
This could be attributed to the absence of specific guidelines
in the prompts provided, limited time, or other factors.

Teams discussed a variety of physics concepts, including
variable tension forces in zipline and pulley systems, buoy-
ancy in boats and rafts, and drag forces on parachutes. They
also explored stiffness constants of springs, the use of com-
pressed air in composter-cannons, and the application of heat
sensors on drones. Other topics included the terminal speed
of falling objects, frictional forces on payloads in under-
ground tubing systems, the installation of solar panels on
drones, and the height, range, and trajectory of projectiles.
Additionally, teams considered the density and elasticity of
materials, the coefficient of restitution, and the forces acting
on payloads and parachutes, among other concepts.



There were notable instances where student teams elabo-
rated on specific concepts. For example, Team-09 in week
08 stated: "[to solve] this projectile motion we cannot just
use normal kinematic equations like we might have used be-
fore, as those might not take into account the air resistance
and how that force changes with the velocity”. This team
demonstrated an understanding that standard kinematic equa-
tions apply only to uniform acceleration and are not suitable
for motion involving velocity-dependent drag forces. In this
sense, the team is employing the momentum principle in an
indirect manner. A few teams were thoughtful to point out
that the coefficient of restitution depends on both the mate-
rial of the falling object and the surface of impact. To quote
Team-04 in week 09: “One thing the coefficient of restitution
made us think about was exactly what part of the earth where
we’d be dropping the payload at. As we saw by our experi-
ment with the tennis ball if we drop it on the hard concrete
it’s gonna bounce with a lot higher velocity”.

In the final week’s reports, students used newer physics
terms, but only three of the 14 teams extended their analysis
beyond mere terminology use. Team-03 noted their decision
to neglect the payload’s size and rotation around its center of
mass, and mentioned applying Bernoulli’s theorem but with-
out further explanation. Team-06 acknowledged not consid-
ering air speed and pressure differences that could impact the
payload’s path.

Although it is commendable that some student teams re-
flected on their lab experiences and integrated scientific con-
cepts to advance their designs, we observed that many teams
limited their engagement to merely mentioning physics ideas
without further elaboration—an issue that instructors may
need to address [106, p.312].

(iii). Payload Delivery - Tracing Students’ Thinking Trajectory

We examined students’ use of physics concepts and prin-
ciples during the initiation, transit, and touchdown phases of
the payload’s journey.

The teams which considered employing drones questioned
whether drones could carry a load as heavy as 50 kg. While,
Team-11 was quite dismissive of this approach as “it doesn’t
actually use any of the physics principles we’ve learned in
this course”, in contrast, another team went on to analyze
the forces on the drone to ensure adequate lift. Teams opting
for a catapult launch explored the use of springs, and real-
ized that a large (design aspect), stiff spring (physics aspect)
was necessary for sufficient kinetic energy. Notably, they
discussed energy conservation and conversion without equa-
tions, with one team suggesting multiple springs in parallel
for added stiffness and others mentioning launch angles with-
out detail. Concerns about potential harm to animals on the
island (which we coded for environmental science) were also
noted. Teams favoring a zipline discussed variable tension
forces in the rope and payload but did not elaborate why they
thought the tension forces would vary and how. Their design

involved elevating one end of the zipline to convert potential
energy into kinetic energy, though they were unsure how to
decelerate the payload at the other end. How students’ de-
sign and science thinking intricately overlap is quite evident
through their discussions.

The discussions on the payload’s trajectory revealed sev-
eral insights. Some student groups recognized that drag
forces would influence the path and noted that standard kine-
matic equations for uniform acceleration were not applica-
ble. They considered factors such as drag coefficient, payload
mass, shape, and size, but did not delve into specific metrics.
One team implied that the momentum principle might need
to be applied in both horizontal and vertical directions. To
quote Team-01: “You’re mostly focusing on the y [direction],
but now we have to also figure out how to get it if we’re go-
ing to drop it, or if we’re going to launch it in the x-direction
over woods”. Team-06 was even able to rope in the language
of mathematics by stating: “air resistance is a function of
cross section times velocity squared”. Additionally, one team
accounted for wind as a potential factor that could unpre-
dictably alter the trajectory. Another team, which favored the
drone approach, expressed concerns about economic losses if
wind affected the drones’ paths and caused damage (design
aspects). It was evident that the provided scaffolds (lab and
simulations on drag force) influenced their physics thinking,
though teams did not advance to detailed calculations for tra-
jectory accuracy. What is notable is that students’ statements
are quite often a blend of both physics and design.

Although a few groups had initially considered using
parachutes for a soft landing by week 08, in the following
week, all groups engaged deeply with the physics of impact
upon landing. Most students focused on minimizing the co-
efficient of restitution (COR) to prevent the payload from
bouncing. Some groups rightly recognized that COR would
be influenced by both the packaging material and the nature
of the landing surface. A few teams aimed to use biodegrad-
able packaging (which we coded for material science) while
ensuring a COR close to zero. Others considered the forces
on the parachute (physics thinking) to slow the payload’s
speed to near zero to ensure soft landing (design thinking).
While students addressed the energy changes, COR, and the
momentum principle, there was no significant focus on ensur-
ing that the payload landed at the exact intended spot.

In the other methods considered, basic physics terms were
mentioned without much detail. Overall, students applied
momentum and energy principles to some extent in all the
stages. It may be impractical to expect students spending time
on calculations during their conversations, but it is notewor-
thy how they blended design and science. It is also evident
from the preceding discussions that the scaffolds guided stu-
dents in their thinking, though this observation cannot be at-
tributed solely to the scaffolds.



(iv). Physics Thinking - Raising the Bar

The findings reveal that while a smaller fraction of student
teams (see Figures 9 and 10) provided detailed applications
of physics principles and concepts, the majority did not offer
such elaboration. This does not necessarily indicate a lack
of understanding on the part of the students, but may instead
may be a result of the non-specific nature of the prompts pre-
sented to the students in both discussions and reports. Fresh-
man students, who are new to the university environment,
may especially require additional guidance. To address this, a
detailed rubric based on our coding schema in Appendices A
and B—or a better alternative if available—could be provided
to students.

The role of Graduate Teaching Assistants (GTAs) is also
crucial. In many large universities, GTAs are responsible for
delivering undergraduate instruction, and it is entirely pos-
sible that they, at least some of them, may not fully grasp
the complexities of design-based science instruction. Typ-
ically, most new GTAs may not have prior teaching expe-
rience. Professional development [107] workshops, regular
meetings, and additional training as needed could be offered
to GTAs to “encourage more productive tutoring styles” and
increase “student engagement” [108, p.7].

Instructional materials should clarify that ‘physics princi-
ples’ specifically refer to the fundamental principles of mo-
mentum, energy, and angular momentum. Providing exam-
ples to illustrate these principles can further support student
understanding. Additionally, students should be encouraged
to go beyond merely listing physics facts and vocabulary, and
instead, elaborate on these concepts. They should also be
urged to actively seek feedback from GTAs, reflect on their
own statements, and offer constructive feedback to their team
members.

It is important to recognize that some students may not re-
alize that real-life problems differ significantly from the typi-
cal textbook ‘toy’ problems, which often have exact and clean
solution paths. This realization may surprise or even over-
whelm some students. Therefore, it is essential to emphasize
the importance of making appropriate assumptions and ap-
proximations [109] without compromising the integrity of the
problem.

F. Interplay of Design and Science

The coding schema in Appendices A and B along with the
Figures 9 and 10 may create the misleading impression that
design and science are indeed dichotomous. However, it is
crucial to consider the myriad ways in which student groups
express their ideas. While coding serves the valuable purpose
of organizing and understanding the data, it can sometimes
fragment the intricate nature of students’ thinking and com-
munication. As may have been evident, our discussion so far,
has rested not just on our coding, but also our narrative thick
descriptions coupled with a careful and representative choice

of the informants’ voices. This blended approach is to ensure
that the complexities in students’ thinking and communica-
tion are made evident, and also address the fragmentation that
the coding schema may unintentionally convey.

Given that this study is situated in an introductory physics
course for future engineers, it is important to understand how
students integrate design thinking and scientific principles. In
this section, by analyzing their discussions and reports, we
aim to understand how students make connections between
design and science. We believe this analysis will help us
guide students in acquiring effective problem-solving skills
through the design of creative, engaging, and meaningful en-
gineering projects.

Though we had provided some glimpses into the design–
science connections in the preceding sections, in this section
we deal it in specific detail. In subsection 5 F (i), we explore
how student-groups integrate science and design. Subsec-
tion 5 F (ii) brings to light some of the inaccuracies in stu-
dents’ understanding of physics concepts which can poten-
tially impact the design outcomes. In subsection 5 F (iii), we
delve into how students navigate making assumptions and ap-
proximations, which are important for design and science. Fi-
nally, in subsection 5 F (iv) we discuss the role that the pro-
vided scaffolds may have played in shaping students’ design
and science thinking.

(i). Integration of Design and Science

We questioned whether a clear distinction exists between
design and science. We believe there may be no clear answer
and that the ‘line’, if any, is blurry. It is reasonable to assume
that students think in complex ways, integrating design and
science rather than considering them as isolated silos. On a
philosophical note, we even wondered if students consciously
think about these categories when engaging in discussions.

We analyzed our Stage 1 coding (covering weeks 06 - 09)
for transcript segments tagged with both design thinking and
science (including math). While no clear pattern emerged,
all teams demonstrated some overlap between design and sci-
ence in at least one of the four weeks. Four teams showed
overlapping codes in only one of the four weeks, nine teams
had overlaps in week 08, and five teams exhibited overlaps
in more than two weeks. However, these findings reveal little
about the nature of the overlap, a limitation inherent to Stage
1 coding. Stage 2 coding (see Appendices A and B) revealed
more details as we had an additional data source in the form
of students’ written reports, and that the coding was more
layered. Despite this, fragmentation is an inevitable part of
the coding process. To address this, the lead author revisited
the transcripts and reports using Stage 2 coding to construct a
cohesive narrative (see Figure 6). The inclusion of students’
sketches as sub-data in their reports offered further insights
into how they integrated design and science.

In week 06, students were merely expected to brainstorm
as many solution approaches as possible. However, some



teams immediately delved into the details of their approaches.
Team-11, for instance, began by considering physics princi-
ples, stating, “[We] can use the momentum principle, energy
principle, gravity, and air resistance as the parachute slowly
goes down”. They also manged to slip in a piece of math-
ematics, albeit somewhat incompletely, by adding, “Force
times displacement... [for the] work-energy principle”. Con-
tinuing in the same breath, the team (the same speaker, to be
exact) voiced concerns that the entire launch might fail “if the
launching is not at the right angle or something like that” (a
design aspect related to the mechanism) and added a note of
caution that if the parachute failed to deploy “the 50 kg mass
of food is gonna fall through the trees which is not the best”
(safety, another design aspect).

One particularly compelling example of a team seamlessly
integrating math, physics, and design comes from Team-12
during week 08, where they expressed: “Yeah terminal ve-
locity against . . . . something.. aha but we can use .. we can
use a graph similar to that to figure out what the coefficient
of drag like .. what coefficient of drag lead to what and if we
were to like to use a parachute or something we have to like
consider it’s like is the material from the parachute ..is gonna
stay on the island and..kind of litter it.. or can we use like
some sort of material that’s like biodegradable like you men-
tioned earlier”. This student discussed terminal speed and
drag coefficient (physics thinking), referenced graphs (math-
ematical thinking), considered material choices (material sci-
ence), reflected on lab experiences (scaffolds) and drew upon
others’ thinking (metacognitive thinking), to list a few.

The written reports in week 10 offered teams an opportu-
nity to organize their ideas and present them in greater de-
tail. However, only a smaller fraction (see Figure 10) demon-
strated something substantial when compared to their discus-
sions. Just three teams effectively utilized their sketches, with
Team-06 providing a standout example (see Figure 11). A
closer look at this figure reveals how the team intricately visu-
alized their design. At the takeoff stage of their rocket-based
contraption, they clearly illustrate how the thrust force must
exceed the weight to accelerate and achieve the necessary ki-
netic energy. The team confidently employed mathematical
language (see Section 5 G for more details) to explain the un-
derlying physics, seamlessly incorporating chemical energy
from the burning fuel into their energy equation. They also
thoughtfully addressed how the trajectory and speed of the
contraption might need adjustment to achieve the desired out-
comes. While not all aspects of their design are fully clarified,
and the proposed solution may not meet all the prescribed cri-
teria, their effort represents a serious and a natural integration
of design and science. Notably, this team was among the few
to abandon the anticipated catapult launch mechanism, opting
instead to chart their own course. Nuere et al. [110, p.986],
in their essay on the use of sketches and drawing, insightfully
note “In the end, sketch becomes a tool of thought to convey
ideas on a two-dimensional support”, and Team-06, through
this piece of art, perfectly cemented the integration between
design and science.

While reflecting on the variety of ways in which student-
groups demonstrated the intricate blend of design and sci-
ence, the lead author was reminded of Slattery and Lange-
rock’s concluding thoughts in their delightful and lyrical es-
say ‘Blurring Art and Science’:

“We reject the assumption that art and sci-
ence are dichotomous. We choose to work and
live within, on the borders of, the aesthetic
Deleuzean moment that constitutes art with sci-
ence. Within this space we find possibilities for
overcoming the traditional bifurcations of art
and science...” [111, p.355].

Surely, what applies to art must apply to design!

(ii). Design deficiencies vs. Physics conceptual inaccuracies

Given the nature of the problem, design is expected to be an
evolving process, making it impractical to expect a complete
or rigorously final solution, more so due to time constraints.
Students were generally mindful of economic aspects, user
needs, criteria, and constraints, and they demonstrated rea-
sonable reflection on their designs. However, we believe that
prompting them to actively engage in a feasibility study could
have led to improved outcomes.

Scientific concepts are indeed subject to evolution, but in
the context of this problem, it is reasonable to assert that the
underlying principles are well established. Students applied a
broad range of concepts effectively, with a predominant focus
on momentum and energy principles. However, we observed
some minor conceptual inaccuracies in their discussions. As
educators, our goal is to ensure that students have a clear un-
derstanding of scientific concepts and apply them accurately.

In week 06, Team-13 stated: “we need to structure the boat
with quality materials and also take into consideration the
density of the material so that it’ll float above water and also
that density of the materials must be less than 1000 kg/m3 in
order for it to float which means density of the float must less
than that of water”. The reader may note the usual miscon-
ception that for an object to float, its density must be neces-
sarily less than that of the liquid. In another instance, in week
09, Team-01 stated: “To ensure a low coefficient of restitution
we have to have a low velocity”, which reflects yet another
misconception that coefficient of restitution ‘depends on’ the
velocities of the colliding objects. Over-reliance on the for-
mula or inadequate understanding of the equation [112] may
have led to this inaccurate understanding. In week 08, which
was on the drag force, some students tended to think that the
presence of drag force meant a reduction in speed. A better
statement would be that the net force would cause a decrease
in acceleration, as opposed to a decrease in speed. To quote
Team-12: “so you’re essentially saying that [we] use air re-
sistance to slow it down”. To give the benefit of doubt, we
also wondered whether the team might have been referring to



a specific design intended to slow down the object, in which
case the statement would be correct.

Clarifying concepts to students, TAs providing prompt
feedback, encouraging critical and reflective thinking, and en-
suring fact(or concept)-checking can guide students towards
developing a better understanding of the underlying physics
principles and thereby resulting in a more accurate applica-
tion of physics (or science, in general) principles in their
designs. The observation of Liu and Fang that misconcep-
tions can “negatively affect their [students’] academic per-
formance not only in these courses but also in many subse-
quent courses such as machine structure and design as well
as advanced dynamics” [113, p.19] is worth noting.

(iii). On Assumptions and Approximations

In the context of physics, “making valid approximations
is a fairly systematic exercise; there is a method in what be-
ginning students might perceive to be adhoc” [109, p.929].
Yet, the complexity of this seemingly straightforward pro-
cess becomes evident when juxtaposed with the well-known
“Consider a spherical cow...” joke [114, preface.xiii], where
a theoretical physicist famously reduces the shape of a cow
to a sphere. While amusing, this joke subtly underscores that
making assumptions and approximations is not only founda-
tional but a serious undertaking in both science and design.

At the outset of this study, we expected students to easily
navigate such approximations in the engineering design (ED)
task, viewing them as routine and straightforward. However,
their responses challenged this assumption, revealing a level
of difficulty that prompted us to reconsider what we had taken
for granted. This surprising complexity highlights the nu-
anced nature of approximations in design-science contexts,
reflecting how even seemingly simple tasks can sometimes
pose challenges for learners.

In their written reports, students were asked to specifi-
cally discuss their assumptions and approximations. How-
ever, many responses were either vague or generic, with only
a few being thoughtful (see Appendix B). Notably, there was
barely any meaningful focus on approximations.

We found several teams state assumptions such as “pay-
load landing safely on its own”, “neglecting accuracy”, and
“assuming all packages had identical mass and measure-
ments”, and we classified them as being ‘vague’ as we were
unable to decipher what students meant. A small number of
teams made ‘generic’ statements, such as assuming “no fric-
tion at launch”, “perfect weather conditions”, and a “con-
stant drag coefficient”. As evident, some were physics-
related while some were design-related, but a majority of the
teams did not progress beyond making cursory mentions.

A few teams, like Team-06, offered detailed considera-
tions, acknowledging the impact of friction and the imprac-
ticality of ignoring the “mass of a heavy spring” (which was
actually way beyond their course material - ‘transfer’ from
quite unpredictable sources). They also chose to simplify

drag forces by assuming static air, avoiding complications
from wind. Team-03 revised their initial assumption that drag
forces act only in the y-direction and considered additionally
the impact of rotational motion on the load.

Overall, some teams focused primarily on design-related
assumptions, others on science-related assumptions, while a
few addressed both. However, we did not find any team delve
into the reasons for their assumptions. Our findings align with
findings that instructors need to emphasize the significance
of assumptions in real-world physics projects [115, p.20] and
guide students in engaging with these assumptions more pro-
ductively [116, p.4].

What was even more striking was that nearly all the teams
completely ignored any mention of approximations. This
suggests either fatigue at the end of the semester or a lack
of clarity in our prompts. It is possible that students were
unaware of the importance of, and the differences between,
assumptions and approximations in the context of design and
science. Our findings underscore the need to clearly define
these concepts in future assignments.

(iv). Iterations - Role of scaffolds on Design and Science

This section examines how some of the scaffolds we pro-
vided within the laboratory may have influenced students’ it-
erations. We explore the impact of the scaffolds on students’
design thinking, the application of scientific principles, and
project outcomes.

Figure 8 illustrates the broad impact of scaffolds on stu-
dents’ thinking as they iterated on their designs. Follow-
ing the brainstorming session (week 06), in the following
weeks, hands-on tasks and simulations were consistently rep-
resented, with hands-on tasks demonstrating a notably higher
impact, which is unsurprising given their practical nature.

Our data suggests that while the scaffolds may have di-
rectly advanced the design efforts of teams exploring the cat-
apult system, they were less helpful to the other teams. At
the same time, quite surprisingly, even the teams which ex-
plored alternative strategies found it useful refer to the scaf-
folds when they considered various challenges in the delivery
process, irrespective of the design. For instance, some teams
debated the feasibility of a spring system launching a 50 kg
load, while others speculated on the size and rotor require-
ments for a drone capable of lifting 50 kg. As an example,
Team-02, realizing the need for a spring with a large force
constant, considered employing springs in parallel: “What I
learnt from the laboratory is that our spring system must con-
tain parallel springs to make it more efficient and we basically
use PE of the spring to be converted to KE”. Though the lab
activity did not involve use of springs in parallel, these stu-
dents were probably referring to what they may have learned
in lectures or recitations. Or perhaps, the design problem mo-
tivated them to look for ways to increase the spring constant.
Whether this is reflective of a transfer from science to design
or design to science is something we discussed, but were un-



able to come to any definitive conclusion. As mentioned ear-
lier, some teams did feel these scaffolds were not aligned with
their design idea. Team-06 did not hold back while stating:
“We felt that this was a rash way to payload to the island as it
would have so much velocity coming in which would endan-
ger the species living there”. Echoing a similar view, Team-
07 felt it best to discard the launch mechanism, and continue
with their drone approach as “we can control the drone by
ourselves”.

Concerns about air resistance and wind were common
across all teams. Team-12, referring to the lab activities,
stated: “Even if we use like a drone ... anything like that flies...
we have to consider air resistance like how much energy we
have to put in to overcome”. Notably, the team considering
a zipline (coded for general knowledge) argued that their de-
sign would be least affected by drag forces and winds. Mo-
mentum and Energy principles found mention in the discus-
sions of almost all the teams at some stage or other, be it the
catapult launch of a payload, a drone’s take-off, or delivery
through a zipline. In many designs, students tried to incorpo-
rate a parachute to ensure a soft landing for the payload.

It is to be noted that the concept of coefficient restitution
(COR) is only given a cursory mention in the lectures. In
contrast, given that an entire lab (week 09) was devoted to
COR, both the hands-on task and simulation had profound
impact on students’ thinking. Referring to the simulations,
Team-03 recalled: “We explored some shapes that’d most ef-
ficiently dissipate energy”. A fine example of how students
combine both design and science may be seen in Team-11’s
statement: “One thing we can do is to find a material that
has a very low COR” so that the impact is softened. Even
Team-14 which adopted the zipline approach had this to state:
“I think this can be applied to any one of our solutions like
the zipline”, continuing on how to incorporate the concept of
COR (scaffold) to ensure soft landing of the payload (design).

The effectiveness of the scaffolds in guiding student-
groups’ progression towards the solution appears to be mixed.
The scaffolds seem to have fallen short in guiding students on
providing specific details about their contraptions, critically
evaluating design limitations, articulating assumptions, clar-
ifying intended approximations, or elaborating on the appli-
cation of physics principles and detailed mathematics. This
is evident from the analysis of their written reports, as illus-
trated in Figure 10.

Our findings provide evidence that though the iterative pro-
cesses and scaffolds helped enhance students’ ability to inte-
grate design and science, there were several areas where the
instructional supports have room for improvement. One no-
table drawback is that the scaffolds appeared to favor payload
delivery using a catapult-launch mechanism, which, in retro-
spect, we acknowledge may have inadvertently steered stu-
dents’ thinking in that direction. The findings also provide a
gentle lesson for us in planning more thoughtful instructional
materials.

G. Role of Math in Design and Science

A striking feature is the near absence or minimal presence
of mathematics (see Appendices A and B, and Figure 7) in
most student-groups’ conversations. Instances of presence
included cursory references to terms such as statistics and
vectors, making basics algebraic manipulations, comparative
and proportional reasoning. As an example, Team-04, while
reflecting on the hands-on and simulation activities in week
08 demonstrated proportional reasoning by stating: “We also
played with the diameter of the object and we saw that the
bigger the diameter the less distance it went. And also that
the we also saw that higher the drag coefficient the shorter
the distance”. It is interesting how the team uses math while
thinking about the dimensions of the parachute (design-based
thinking) and how drag coefficient may impact the range
(physics-based thinking). Students think in quite complex
ways, often blending formal and informal mathematical lan-
guage with elements of design and physics [117]. As an ex-
ample, Team-08, in week 09, stated: “we have and also one
thing we would probably want to have a lower velocity be-
cause it requires a lot more force to slow down and likelihood
of us reaching terminal velocity with such a heavy payload
in such a short distance is unlikely”. Team-03, while explor-
ing the use of drones considered installing heat sensors on
the drones to locate gorilla groups on the island. They stated:
“The destination to which the drone goes should be depen-
dent on statistics. Essentially, find points or spots where the
gorillas usually populated within the span of the island and
then determine the delivery location based off of that”, hint-
ing on the scope for data science, which we coded for math-
ematical thinking. Whether this excerpt from the transcripts
should be interpreted as design-based or science-based think-
ing is an intriguing question that we enjoyed debating, and we
ultimately leave it for readers to decide. This is one among
the multiple instances where we felt that the perceived di-
chotomy between design and science blurred. Additionally, it
revealed that how and from where students ‘transfer’ learning
is indeed unpredictable and complex.

The situation was only slightly better in the written re-
ports, with only three teams using mathematics. Notably,
Team-06 employed the language of mathematics to convey
their thinking by using the Energy Principle, stating: “We
can break down our system into a point particle system and
an extended system. The point particle system for Ktrans in
vertical flight would be (Fn −Mg)h. For the extended sys-
tem, this would be Ktrans + Eint = −Mgh where Eint is the
chemical energy stored in our contraption”. (The equations
describe the energy dynamics of the system. Ktrans represents
translational kinetic energy, while (Fn − Mg)h represents
the work done by the launch force Fn against the weight of
the object Mg over a height h. For the extended system,
Ktrans + Eint = −Mgh, where Eint is the chemical energy
stored in the contraption, and −Mgh represents the gravita-
tional potential energy change during vertical motion). Inci-
dentally, this was the only team to use math both in text and in



images, as evident in their ‘tool of thought’ (see Figure 11).
In summary, the lack of mathematical discussion within

student groups points to an area of improvement in the in-
tegration of design and science. Educators may need to of-
fer explicit guidance and feedback to help students incorpo-
rate mathematical reasoning into their discussions. In our
calculus-based course, we could encourage students to incor-
porate calculus to optimize design parameters, use algebra to
write and solve equations related to both design and science,
utilize geometry for spatial reasoning, and invoke trigonome-
try for analyzing vectors. Emphasizing mathematical model-
ing for making predictions, applying statistical techniques to
evaluate design performance, using programming languages
like Python to automate calculations, and employing the tools
in data science are other effective approaches to engage in a
science-based approach to ED-problems [118–121].

H. Metacognitive Reflection: Thinking About Thinking

Although we recognize that metacognition can be subject
to a range of interpretations, for the purposes of this study,
we have adopted a simplistic understanding of the term as ev-
ident in Table 4. Our goal was to observe if and how students
reflected on their design decisions and reviewed their science
thinking to advance their progress toward a solution.

During weeks 07 to 09, we explicitly prompted students
to reflect on their design processes. The data suggests these
prompts were somewhat effective in encouraging students to
think critically about both design and scientific aspects of
their problem-solving approaches. Given the complex na-
ture of the engineering design problem, it was not surprising
that several teams remained undecided on their solution paths
even by week 08.

As students engaged in each lab activity, their thinking
evolved with the introduction of new concepts. For instance,
in week 08, Team-12 stated: “After doing this lab and looking
at this kind of spring based system where the spring is used to
launch off . . . we might want to rethink our catapult idea and
maybe change it to something else using springs instead of a
catapult or drone”. Initially, they had considered using a cat-
apult but were uncertain about the launching mechanism. The
lab activities led them to consider spring-based launching sys-
tem as a potential solution. However, as they continued with
the conversation, they did not detail how they may employ
springs, nor did they build on their mention of a drone. This
conversation segment of the team’s conversation primarily fo-
cused on the design aspect, without further elaboration on the
scientific principles involved. In the subsequent week, Team-
12’s thinking was influenced by lab activities focused on drag
force: “long shot.. interesting it [parachute] increases the
coefficient of drag . . . it’s kind of the same thing but air re-
sistance will have to be something that we can consider .. if..
even if we use like a drone anything like that flies we have to
consider air resistance like how much energy we have to put
in to overcome”. This time, the conversation shifted to incor-

porate the concept of air resistance into their design, though
once again, they referenced a drone without further develop-
ment in their discussion.

Students discussed in random ways and sometimes the
ideas appeared scattered. They tended to talk about what
was important to them, which we view as being most natural.
While we appreciate and value their interests, we wondered
if more specific guidance could have helped them make more
concrete progress toward a solution. However, we also un-
derstand there may be a risk there, as students may feel a bit
constrained by what we believe is guidance.

The variety of ways students built on their lab experiences
was fascinating. Team-10, in week 07, stated: “Personally,
the first thing that comes to my mind . . . as it was mentioned
earlier. . . How energy is going to affect our design? Like the
use of total energy and being able to calculate it. . . especially
when we’re launching food over a distance. . . So, being able
to calculate that energy so that it doesn’t splash into the
river and also it doesn’t explode when it eventually does
land”. This team’s focus was on the energy principle and
how they could use it to determine the launch velocity needed
to achieve the required range. As for the design aspects, this
team focused on habitat integrity and safety. Interestingly,
this team spent most of its time discussing physics concepts
rather than design aspects for the remainder of the conversa-
tion. The trend continued into week 08. Most teams had not
initially considered the importance of air resistance in their
design. However, the lab activities made them review their
thinking and incorporate air resistance. Team-10 reflected on
the evolution of their thought as: “[we] consider the drag
force which is something we didn’t really consider before this
lab what affects the drag force and we learnt a lot about it
from this lab like the diameter, the mass... all of that affects
the like the projectile that our load will be travelling so have
to take all that into consideration”. The rest of the conver-
sation remained on exploring ways to minimize drag force
to ensure soft landing, striking a balance between design and
science.

By and large, although most teams demonstrated reason-
able reflection on both design and science aspects, we found
ourselves questioning whether the data might have revealed
deeper insights had we provided more specific prompts for
student reflection. In retrospect, this reflection aligns with an
insightful recommendation we only recently encountered:

“[Students] should not be instructed to merely
use ‘metacognition’ but instead should be di-
rected toward specific, higher-level analyses in
which they explain how they are solving the prob-
lem” [122, p.79].

For our next iteration, we would strongly consider this sug-
gestion. Providing more structured prompts that guide stu-
dents to higher-level analysis of their problem-solving pro-
cesses could enhance their engagement with both design and
science thinking, leading to more meaningful reflections and
stronger connections between the two.



FIG. 11: Sample sketch from a student-group. The teams rolls design, physics, and math - all into one! Nuere et al.’s
insightful statement “In the end, sketch becomes a tool of thought to convey ideas on a two-dimensional support” is evidently
at play here [110, p.986].

I. What about the Design–Science Gap then?

The literature is replete with diverse definitions, interpre-
tations, and perspectives on terms such as ‘design’, ‘de-
sign thinking’, ‘design-based thinking’, ‘engineering design’,
‘science’, and ‘scientific thinking’ (see Section 2 E). Indeed,
we question whether a singular, fixed definition is appropri-
ate, as such an approach might not fully capture the rich-
ness and diversity of these concepts across various educa-
tional contexts. Drawing on Gee’s perspective, our view is
that these terms serve as useful “tools of inquiry” or “think-
ing devices” [29, p.37] that guide our understanding. In this
light, flexible interpretations of these terms can enhance our
ability to engage with them in meaningful ways. Be this as it
may, we have yet to consider the various interpretations and
notions of these concepts that students are entitled to develop!
This diversity complicates the task of arriving at a universal
definition for the ‘design–science gap’.

Although this study draws inspiration by the works of Chao
et al. [6], Kolodner et al. [9], Vattam and Kolodner [8], and
Chase et al. [43], we sought a more analytic approach that
better aligns with the specific requirements of our undergrad-

uate physics context. Our efforts to operationalize design and
science thinking, in the context of this study, were steps to-
wards understanding the notion of design–science gap.

In one of his scholarly essays, Nigel Cross [35, p.226] iden-
tifies five key aspects of designerly thinking: Designers tackle
“ill-defined” problems, adopt a “solution-focused” approach
to problem-solving, think “constructively”, and use “codes”
that translate abstract requirements into concrete objects. If
we contend that these aspects are equally applicable to con-
temporary science practitioners, it is unlikely that we would
encounter substantial opposition.

Given such ambiguities, discussing a ‘gap’ between design
and science may not be particularly meaningful. Further-
more, interpretations of these terms are often practitioner-
dependent, which is rightfully so. For instance, a business
professional might prioritize economic considerations, an en-
gineer might focus on practical implementation with rela-
tively less concern for underlying scientific principles, an
environmentalist may be more inclined towards habitat in-
tegrity, safety etc., while a physics educator might empha-
size the understanding and application of physics concepts.
This is despite the fact that all practitioners would agree that



money matters. This variability extends to mathematicians
and practitioners in other scientific disciplines. Furthermore,
the variability is twofold: determining ‘which aspects’ of
design or science to focus on and deciding ‘to what depth’
— both of which add to the complexities in the notion of
‘design–science gap’.

While we found the preceding ‘philosophical’ discussions
intellectually stimulating, we were also confronted with the
practical need to establish an operational framework for our
study. We examined the data within the local context of an
introductory physics course, approaching the task as typical
physics educators focused on guiding students to apply their
physics knowledge to solve real-world problems. Naturally,
our emphasis was more on physics than on the various facets
of design. However, we would still desist from taking a po-
sition on the existence or the absence of a ‘gap’ even within
our context. At the most we would state there was scope for
students to have delved more into aspects of both design and
science, with the caveat that the distinction between the two
is not as straightforward as it may appear.

Moreover, we did not set specific benchmarks for our stu-
dents to achieve, making it inappropriate to define any gap
in achievement. True to the spirit of allowing the data to
speak for itself, we adopted an inductive coding process. This
approach further motivated our decision to move away from
searching for a ‘gap’, and instead think in terms of strength-
ening the ‘connection’.

6. CONCLUSIONS

To summarize, this study investigated how student-groups
engaged in design and science thinking while solving a pre-
scribed ED problem. Given the blurry divide between design
and science, we argued that thinking in terms of a ‘gap’ would
not be necessarily meaningful, at least in our context. This
perspective was instrumental in making us think in terms of
‘connections’, instead. By qualitatively analyzing transcribed
group discussions and written reports, we aimed to address
our research questions. Figure 12 captures the essence of our
responses to the research questions, which are elaborated in
the following sections. In Sections 6 A and 6 B, we present
our conclusions and reflections on RQ1 and RQ2, respec-
tively.

FIG. 12: Design Thinking and Science Thinking. Strengthen
the connection (see Section 6 A); Raise the Bar (see
Section 6 B.)

A. Pitching for Design–Science Connection

Our first research question RQ1 was about characterizing
design and science thinking, and ways in which the connec-
tions between them unfold in student-groups’ work. Starting
from a Ways of Thinking framework (Section 5 B), we devel-
oped a more detailed coding framework (Appendices A and
B) - grounded in our data - which served as a guide to charac-
terize design and science thinking in the context of our study.
In the process, we addressed the complexities in the notion of
the ‘design–science gap’ (Section 5 I).

In addressing the given problem within the framework of
the engineering design (ED) process model, student groups
engaged in design thinking by generating multiple solu-
tions (Section 5 A), iterating with the provided scaffolds
(Section 5 C), and offering only basic details about deliv-
ery mechanisms and design features (Sections 5 D (i), 5 D (ii)
and 5 D (iii)). Notably, we observed that there was room
for elaborating on their designs and considering closely the
associated limitations. The inclusion of specific prompts
to encourage a feasibility study is recommended to yield
more comprehensive project outputs from the students (Sec-
tion 5 D (iv)).

Our analysis of students’ artifacts about science think-
ing, revealed that students referenced a variety of physics
concepts, vocabulary terms, and ideas but did not elaborate
on their applications (Section 5 E (ii)). While they primar-
ily invoked the principles of momentum and energy, the an-
gular momentum principle found minimal mention (Section
5 E (i)). There was certainly space for students to provide a
more detailed and physics-based description of the payload’s
trajectory (Section 5 E (iii)). This omission may be attributed
to the nature of the problem, their approach to finding solu-
tions, and the fact that angular momentum is introduced in the
curriculum after the design challenge, despite some students
having prior knowledge of the concept. We recommended
instructional supports to enhance students’ physics thinking
(Section 5 E (iv)).

Our analysis also revealed that students’ use of mathe-
matical concepts was minimal during discussions but im-
proved slightly in written reports (Section 5 G). Nonetheless,
some student groups demonstrated interesting integration of
physics and mathematics concepts to inform their designs
(Section 5 F). We observed a myriad ways in which the con-
nections between design and science played out, blurring the
perceived divide between the two. We emphasized the need
to look closely at possible misconceptions students may have,
as a strong understanding of science principles would have a
positive impact on students’ design approaches.

From this study, we assert that defining or characterizing
the ‘design–science gap’ is not straightforward and requires
a more nuanced response (Section 5 I). Factors such as con-
text, field, educational objectives, time, and resources all play
a role in determining what specific aspects of, and to what ex-
tent or depth, design and science may need to be considered to
address the notion of a ‘gap’. It would perhaps be appropriate



to state that the definition of ‘design–science gap’ would de-
pend on the local context. Given that our study is situated
within an introductory physics course, in our instructional
materials, we focused more on how students apply physics
and math concepts to advance their designs. As may be typ-
ical of most physics courses, we emphasized less on aspects
such as criteria and constraints, habitat integrity, stakehold-
ers, and mechanism details.

Rather than making a definitive statement on the existence
or non-existence of a gap between design and science, we
adopt a more neutral view, particularly so since we had no
preset levels of what is a good design or what is the expected
level of physics thinking. Nor did we inform our students
whether our focus was more on design or science. At the
same time, given that it is a physics course, it is only natu-
ral that students, by default, may have tended to focus less
on design and more on science, drawing upon their own in-
terpretations of these terms. It is also entirely possible that
students were not even thinking about design and science, but
were ‘merely’ (not in any negative sense, but as a matter of a
possibility) trying to solve the problem on hand.

It would also be safe to add that any ‘design–science gap’
one may observe is not in students’ thinking, but rather in the
data which are dependent on the prompts we had provided.
There is potential to design instructional strategies to enhance
student outcomes in both design and science. However, when
it comes to the specific aspects and levels on which instruc-
tors should focus, there may not be a singular answer. The
aspects and levels, as evident in our coding framework in Ap-
pendices A and B, are specific to our context and data, but
we believe our coding framework can guide other researchers
to characterize design–science ‘connection’ when applied to
their local contexts.

One final comment we would like to make is that one
should not hold a dim view if students engage in ‘trial and
error’ methods and ‘gadgeteer’ their way towards a solution.
As the saying goes, ‘there may be a method in their mad-
ness’ [123–127].

B. Strengthen the Connection; Raise the Bar

As previously mentioned, within the laboratory, we had
provided scaffolding activities including hands-on experi-
ments and simulations to guide students thinking. For the
operational purposes of this study, we were guided by Pun-
tambekar and Kolodner’s indirect reference to scaffolds as in-
structional “supports” [36]. Towards answering our second
research question RQ2, we explored what impact these scaf-
folds may have had on students’ thinking as they progressed
towards a solution. While answering this question, we deem
it important to acknowledge that students gather knowledge
from a variety of sources, and it would be impossible to assert
that students’ output was influenced only by what we consid-
ered as scaffolds.

Seeking a deeper understanding, we asked: what exactly

is a scaffold? Though the lab activities may be the most im-
mediate scaffolds for students, it would be naive to assume
scaffolds to have such a limited meaning. After all, students
did draw upon their learning in lectures and recitation (Sec-
tion 5 C). And what to say about general knowledge (Fig-
ure 8)? Would it be right to assume scaffolds to refer only to
the supports provided by the instructional team? To add to the
complexity, students’ thinking is not bound by such restricted
post-facto notions we may have. Though there is evidence
(Sections 5 C, 5 D, 5 E, and 5 F) that the lab activities had an
impact, it would be disingenuous on our part to claim these
were the only contributing factors. It is unlikely that all extra-
neous, and often unknown, factors can be effectively filtered
or controlled in educational research. This raises a somewhat
related question: can, or perhaps more importantly, should
there ever be a true ‘control’ in educational research? An-
other question we asked was if the entire ED process model
was itself a scaffold. Clearly, the notion of scaffolds is far
more complex than the simplistic notions we had. Even as
we were riddled with these perplexing questions, we came
across the humbling observation by Kember:

“...experimental designs are not often suited to
evaluating the effectiveness of teaching innova-
tions in higher education. Instead of using exper-
imental designs with the (probably illusory) aspi-
ration of showing causation, teacher-researchers
might more reasonably aim to establish claims
beyond reasonable doubt” [128, p.99].

As to the influence of scaffolds, we found it illuminating to
reflect on the notion of ‘transfer of learning’ [41–43]. How-
ever, it would be hard to gauge if and how much was the
transfer from design to science, science to design, and be-
yond. Students were drawing ideas from their general knowl-
edge too across all the labs (Section 5 C) indicating a trans-
fer from sources which may be near impossible to decipher
(Section 5 F (iv)). Given that there is no (can there ever be?)
consensus on what ‘transfer’ may actually mean, our view
is that the notion of ‘transfer’, despite its existence (Sec-
tions 5 D (i), 5 E (i) and 5 G) in our context, merits a more
detailed analysis, far beyond what this study can accomplish.

Thinking about scaffolds, as mentioned in Section 5 A, we
realized post-hoc that we may have unintentionally steered
some teams toward a catapult-launch approach by providing
lab activities centered on springs, drag force, and the coeffi-
cient of restitution (COR). While some teams pursued alter-
native methods, we suspect that a few others may have re-
luctantly chosen the catapult approach due to the provided
scaffolds. Despite Sections 5 F (iv) and 5 H revealing the pos-
itive impact of the scaffolds in guiding students iterate on
their designs approaches, our study highlights a critical les-
son: ED-problems should be chosen carefully, with scaffolds
thoughtfully aligned to encourage diverse approaches and en-
gagement from all participants [129].

Another aspect we reflected was role of the prompting
questions (Table 3) we provided. While we did not explic-



itly consider prompts as scaffolds, it is worth considering the
contention of Hathcock et al. that: “the use of inquiry-based
questions may scaffold students toward greater creative pos-
sibilities” [130, p.745]. Our data stemmed from discussions
and written reports, in which we embedded several prompts.
Naturally, we may expect the nature of these prompts to in-
fluence students’ responses and, consequently, our findings.
Furthermore, extending the meaning of scaffolds to include
prompts would be beyond the scope of this study. Care-
ful choice of prompts is an area that deserves closer atten-
tion in our future iterations. Too little guidance in the form
of prompts could result in chaotic, unstructured data, while
too much might reduce responses to mere bucket-list comple-
tion, limiting their value. Thus, as educators, we may forever
be left with the Shakespearean dilemma ‘to guide or not to
guide’.

Despite the inherent challenges, both teaching and educa-
tional research remain vital pursuits. These challenges inspire
us to persist in developing effective scaffolds—embracing di-
verse interpretations—while also deepening students’ design
and science thinking—acknowledging the multitude of mean-
ings—and strengthening the design–science connection. As
we reach the ‘end’ of this endeavor, we find reassurance in
Berliner’s thoughtful reflection:

“Hard-to-do science is what the social scientists
do and, in particular, it is what we educational
researchers do” [131, p.18].

7. LIMITATIONS OF THE STUDY

While this study provides valuable insights, we acknowl-
edge the following limitations which may need to be consid-
ered when evaluating our findings.

(i) The quality of group discussions among students in
a physics lab depends on various factors: individual prior
knowledge, motivation, communication skills, group compo-
sition, role assignment, group dynamics, physical environ-
ment, time constraints, cultural context, peer pressure, and
confidence levels [132]. We did not consider these factors,
nor would it have been practically possible. (ii) A major
portion of the data was gathered through group discussions
which, while rich in real-time thinking, often lack the depth
of written work, potentially skewing our results [133]. But
then, discussions are more dynamic and the evolution of hu-
man thought is more evident than in written reports. (iii)
Large enrollment courses with multiple TAs introduce vari-
ables, particularly in labs. The TA’s influence on student
output through the multi-week activity is unknown. Instruc-
tional factors like clarity, support, and feedback also play a
role [134]. (iv) The findings are specific to the 14 groups in
this study. Different or larger samples might yield different
results. (v) Findings are specific to the given prompts and
student-groups’ interpretation of the same. The wording may
have unintentionally biased responses towards or away from

design or science. (vi) The nature of the ED task likely in-
fluenced student motivation and engagement, impacting the
data [132, 135]. (vii) Given that the definitions of ‘design’,
‘science’, ‘technology’, and ‘engineering’ [136] will forever
remain open to debate (for good reasons), our findings depend
solely on our coding schema, and are specific to our context.
(viii) While not a direct limitation, students did not develop a
physical setup due to time and resource constraints - typical
aspects to consider in large enrollment courses. This study
focused on the ED process and model solution. Results may
be expected to differ with physical materials and technology
use.

Despite these limitations, the study offers valuable insights
into student groups’ thinking patterns, potentially reflecting
broader trends in the entire cohort. These findings will guide
future instructional interventions to address gaps and enhance
student learning.

8. IMPLICATIONS

The study reveals that while integrating engineering design
and science based on the ED process model holds substantial
educational value, there are gaps in the pedagogical strate-
gies that need to be addressed. Our findings suggest that fur-
ther research should focus on identifying appropriate design-
based problems, implementing effective instructional inter-
ventions, developing pedagogical strategies and thoughtful
scaffolds, creating relevant assessments, and training grad-
uate teaching assistants to support design-based learning.

Additionally, we detailed our qualitative data analysis pro-
cess invoking the Gioia and MIRACLE frameworks, thereby
contributing to the literature on the use of qualitative methods
in physics education research.

Transitioning from an initial focus on ‘gap’ to ‘connection’
later, also reflects a move away from what researchers term
‘deficit thinking’ [137] on our part. A deeper understanding
of design and science can help educators plan their classroom
interventions more effectively. Our view is that it may be
overly simplistic to assume human thinking occurs in isolated
silos of ‘design’ and ‘science’. Instead, strengthening the
connection between these domains and deepening both sci-
ence and design thinking would benefit students. We fondly
hope this exploration has further revealed that the topics of
‘design’ and ‘science’ are as ripe as ever for philosophical
reflection, at least within STEM environments [138].

Instead of holding a dichotomous view towards design and
science, a more holistic integrated perspective would be prag-
matic. If design is art, then the words of Eisner and Powell
resonate profoundly:

“As we see it, the art in science inspires, mo-
tivates, and enriches the pursuit of inquiry; in-
deed, for good work to be done, artistry appears
inevitable” [139, p.157].



9. FUTURE WORK

This study is based on data collected during Fall 2021. In
subsequent semesters, we refined the prompts and scaffolds
to further strengthen the design-science connection in stu-
dents’ thinking. These refinements included the integration of
Jupyter Notebooks [140], enabling students to combine text,
images, and Python code within a single platform. This ap-
proach provides a rich context for students to develop com-
putational skills.

Building on our findings and drawing inspiration from re-
cent ‘Ways of Thinking’ (WoT) frameworks [47, 51, 95, 96],
we plan a two-part series. The first part will present a novel
STEM Ways of Thinking framework [141], while the sec-
ond part will demonstrate its application to fresh data from
engineering design-based physics projects. Among the aims
of this framework is to enhance the design-science connec-
tion by providing a structured approach that supports edu-
cators, researchers, and students alike. For educators, it of-
fers a systematic lens for planning, implementing, and as-
sessing design-based science activities, facilitating a deeper
understanding of students’ design and science thinking. Re-
searchers can leverage the framework to analyze student arti-
facts more effectively, gaining insights into the integration of
design and science across diverse contexts. For students, the
framework serves as a guide, fostering stronger, more coher-

ent connections between design and science, and encouraging
a more integrated approach to problem-solving. By expand-
ing on current work, the STEM Ways of Thinking framework
offers a more integrated perspective that highlights how disci-
plinary knowledge, problem-solving strategies, and iterative
design processes interact, enabling a deeper understanding of
how these elements can be effectively connected in educa-
tional and practical contexts.
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APPENDIX A

TABLE 6: Stage 2 Coding. Multi-layered coding schema for coding transcripts (lab 06 - 09). Data Reduction is inspired by the
Gioia Chart [20, p.21]. The I-order codes are closest to the raw data (transcripts). Example statements for the codes (not given
here for want of space) may be evident either as actual quotes or through descriptions in the ‘Findings & Discussion’ section.
DST - Design Thinking; SCT - Science Thinking; DA - Design Aspects; CC - Criteria and Constraints; ME - Metrics; SH -
Stakeholders; PCP - Physics Concepts & Principles; MAT - Mathematical Thinking; ES - Environmental Science; MS -
Material Science.

III-order
code

II-order code I-order code

DST DA Economics - Cost
Mechanisms / Design Detail - no / low mention
Mechanisms / Design Detail - moderate / high detail
Ensure safe landing
Environmentally safe
Design limitations
Incorrect / inaccurate statements

CC Payload weight
150 m - distance
Minimum C-footprint
Habitat Integrity

ME Delivery accuracy
Payload dimensions
Carbon footprint
Habitat Integrity

SH Engineers / Human workers
Flora and Fauna
Others

SCT PCP Thinking about the path; Trajectory calculations.
Physics principles - low / no detail
Physics principles - elaborated
Physics terms / facts / ideas/concepts - low / no detail
Physics terms / facts/ideas / concepts - elaborated
Conceptually incorrect / factually incorrect statements.

MAT Stated, in low / no detail.
Presented in some detail.

ES Mere mention - direct / indirect.
MS Mere mention - direct / indirect.



APPENDIX B

TABLE 7: Stage 2 Coding. Multi-layered coding schema for coding written reports (Lab 10). Data Reduction is inspired by
the Gioia Chart [20, p.21]. The I-order codes are closest to the raw data (written reports). Example statements for the codes
(not given here for want of space) may be evident either as actual quotes or through descriptions in the ‘Findings &
Discussion’ section.
DST - Design Thinking; SCT - Science Thinking; DA - Design Aspects; CC - Criteria and Constraints; ME - Metrics; SH -
Stakeholders; DL-Design Limitations; AA - Assumptions & Approximations; ; FC - Physics Facts & Concepts; ; PP - Physics
Principles (Momentum, Energy, Angular Momentum Principles); MAT - Mathematical Thinking; ES - Environmental
Science; MS - Material Science; IT - Iterations; SK - Sketch/Diagram.

III-order
code

II-order code I-order code

DST SH, CC, ME Does the written work have anything significantly new/different as compared
to the group discussions?

IT-Level 1 Team states skeletal details. There is very little meaningful iteration. There’s
nothing new compared to what’s seen in the group’s prior discussions.

IT-Level 2 Team states skeletal details. There is some meaningful iteration. There are
a few changes the group has effected in the report building on the prior
discussions.

IT-Level 3 Team provides significantly more details, not seen in the prior discussions.
SK-Level 1 The sketch is skeletal, with barely anything new to the text / earlier

discussions.
SK-Level 2 The sketch has new information not seen in the text / earlier discussions.
SK-Level 3 The sketch has significant information beyond text / earlier discussions.
AA-Level 1 Vague statements.(see Section 5 F (iii)
AA-Level 2 Cursory / generic statements. (see Section 5 F (iii)
AA-Level 3 Thoughtful statements. (see Section 5 F (iii)
DL-Level 1 Vague statements.
DL-Level 2 Cursory / generic statements.
DL-Level 3 Thoughtful statements.

SCT FC-Level 1 Mostly a repetition of what was present in the prior discussions.
FC-Level 2 There were a few new facts, but nothing significant.
FC-Level 3 Several new ideas were presented, but not elaborated.
FC-Level 4 Several new ideas were presented and elaborated.
PP-Level 1 Mostly repetition of what was present in the prior discussions.
PP-Level 2 Team elaborated on the principles used in prior discussions.
SK-Level 1 The sketch is skeletal, with barely anything new to the text / earlier

discussions.
SK-Level 2 The sketch has new information not seen in the text / earlier discussions.
SK-Level 3 The sketch has significant information beyond text / earlier discussions.
AA-Level 1 Vague statements. (see Section 5 F (iii)
AA-Level 2 Cursory / generic statements. (see Section 5 F (iii)
AA-Level 3 Thoughtful statements. (see Section 5 F (iii)
ES Nothing new when compared to the discussions.
MAT-Level 1 No math.
MAT-Level 2 Some equations / formulas in text.
MAT-Level 3 Some equations / formulas in sketch.
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